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INTRODUCTION

Introduction of the topic

Nowadays, cloud computing solutions are still globally regarded as prospective, as the
market is growing rapidly. According to Gartner, the global market of public cloud services was
on its way to grow by 17,2% in 2016, from $178 billion to $208,6 billion (Stamford, 2016).

As a model, cloud services have a lot of clear advantages for adopting companies. For
instance, they require minimum specific knowledge from users (Safari, Safari, and Hasanzadeh,
2014; Wu, Wan, and Lee, 2011), allow for an access from multiple devices via the web (Bayrak,
2013; Johansson, Ruivo, 2013; Sebesta, 2013) and might offer latest versions of IT-infrastructure
components and functionality (Sebesta, 2013; Wu, Wan, and Lee, 2011). What is more, they are
often associated with various cost savings (Safari, Safari, and Hasanzadeh, 2014; Sultan, 2011)

The cloud services market in Russia is considered overall as developed. Major segments
of the market are SaaS (software as a service — provision enterprise applications via Internet), data
storage (provision of cloud storage accessible via Internet) and laaS (infrastructure as a service —

provision of computational resources via Internet) (CNews Analytics, 2016).

Another commonly mentioned segment — PaaS (platform-as-a-service — provision of
platforms to deploy own applications on top of them via Internet) (Safari, Safari, and Hasanzadeh,
2014) is also present in the portfolios of services of largest Russian market players as an
independent service (IT-GRAD, Softline), but more often considered as a part of laaS
(ActiveCloud, Cloud4Y, DataLine, I-Teco, KROK) (CNews Analytics, 2016). Peculiarities of
services within particular segments would be described further in the introductory chapter.

In SaaS, which will be further the focus segment of the study, largest market players by
annual revenue in 2016 are concentrated in two locations — Moscow and Saint-Petersburg, two

large players also located in Ekaterinburg and Kazan (CNews Analytics, 2016).

Despite the maturity of the cloud services market, service proposition tools are limited to
web-pages, where customers can specify particular service used and its parameters, such as a
number of licenses or a payment scheme, and then contact sales representatives of a vendor
(CNews Analytics, 2016).

The issue of the absence of decision-making support tools outlined above is particularly

relevant for small and medium businesses (SMESs) as they are considered to be the major client
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segment for cloud solution providers due to a lack of resources to create own IT-infrastructure, a
necessity to frequently and drastically change its scale, and a low level of expertise of decision

makers.

At the same time, SMEs need to make decisions and often conduct their own analysis.
Odin in their SMB Cloud Insights Russia 2015 research (Odin, 2016) interviewed more than 400
IT decision makers in order to find out the latest trends in the perception of SaaS, as well as
currently most common pluses and minuses. The research indicates, that on average, about half of
SMEs prefer to hold own study (58% of microenterprises, 41% of small enterprises, 35% of
medium enterprises) or rely upon a trusted advisor (26% of microenterprises, 41% of small
enterprises, 35% of medium enterprises) in order to choose business application solutions (Odin,
2016).

In summary, these arguments stipulate for a need of universal, simpler to understand and

implement mechanisms and instruments of decision-making.
Key details of research

The object of the research is decision-making process, related to the adoption of
information technologies. The research subject is decision-making specifics of the adoption of
SaaS by Russian SMEs.

Therefore, the research question can be formulated as follows: which factors are the most
relevant and important when it comes to the choice and the adoption of cloud software as a service
for SMEs in Russia, are there any dependencies and correlations between factors. The question is

to be analyzed at the firm level from the perspective of SMEs.

We can define the objective of the study as providing a SaaS adoption framework and a
multi-criteria decision making technique for both vendors and potential commercial users, taking
into account the specifics of the Russian SaaS market (the regional concentration and industries

that SMEs considering SaaS adoption belong to).
The objective therefore can be obtained through a following set of research tasks:

e Conduct analysis of extant theoretical studies (research questions and topics, subjects,
design, frameworks, variables, hypotheses, methodologies of data collection and analysis,
conclusions and findings, contributions, and limitations) in order to define the research gap

and potential dimensions of own research;



e Outline the scope of own research in terms of parameters of studies mentioned above (more
specifically, outline, which cloud services, deployment models, particular software types
and regions of location of SMEs to consider);

e Formulate the research methodology based on extant theoretical studies and the analysis of
industry research by practitioners: the research framework, decision-making factors,
specific research hypotheses, methodologies of the data collection and the analysis;

e Retrieve primary data from potential and existing SaaS users among Russian SMESs using
outlined data collection tools and techniques;

e Apply proposed methodology for the analysis of data and the hypothesis testing;

e Retrieve results of the application of the methodology, interpret them, and develop
recommendations upon the SaaS adoption for researchers and practitioners.

The paper includes three chapters. In the first chapter, we outline relevant extant studies
and analyze them in terms of key research components (research gquestions, scope, methodology
etc.). As a following step, we identify the research gap for own study, based on limitations of
existing papers.

The scientific research of academics in similar areas is based mostly on quantitative
methods. Among them, we can name the formulation of the integral assessment based on factors
and weights (Sun, Ni, and Lam, 2015), the usage of maps and relation matrices (Wu, Lan, and Lee,
2011) and other multi-criteria decision making techniques (Kilic, Zaim, and Delen, 2014), which
will be further analyzed in following chapter. The hypothesis testing is also used as a way to
formulate and explore research problems (Budniks and Didenko, 2014; Deshmukh, Kalamkar, and
Thampi, 2015; Grama and Pavaloaia, 2014; Gupta, Seetharaman, and Raj, 2013; Lee, Park, and
Lim, 2013).

Considering this, in the second chapter of the paper we define the scope of the research,
formulate research hypotheses, establish the research framework, and describe the methodology

of the research.

Variables operated in hypotheses are taken from those applied in “benchmark” extant
studies (Gupta, Seethraman, and Raj, 2013; Wu, Wan, and Lee, 2011) and industry reports about
the SaaS-market in Russia in recent years (CNews Analytics, 2015; CNews Analytics, 2016; Odin,
2016; TAdviser, 2016). In the research, we formulate and test four hypotheses, that are related to
the dependence of business need in the adoption of SaaS by Russian SMEs on the positive previous
experience of usage, features and capabilities, the reliability, and costs of cloud solutions.



The third chapter of the paper is focused on the description of the empirical study. We start
with the description of the data collection procedure. We gather the information about factors and
factor groups that in general or in certain case would affect the decision of the SaaS adoption of
SME in the form of opinion of decision-makers in SMEs about relative importance and
interdependencies between factors, representing SaaS solutions currently present on Russian
market. Then we proceed with the description of the sample of respondents in terms of various

characteristics.

Further analysis of the data is based on the application of factor analysis for justification
of validity of the questionnaire and Structural Equation Modelling (set of mathematical models,
statistical methods and computer algorithms used to work with statistical data, test hypotheses and
so on (Gupta, Seethraman, and Raj, 2013)). Then we discuss the results of testing of hypotheses

and interrelations of components of research variables.

Further parts of the third chapter are devoted to the discussion of implications of the paper
for researchers and practitioners, as well as research limitations and suggestions for further studies.
Apart from the insight about the importance of the decision-making factors we outline the
combination of questionnaire, the factor analysis and the structural equation modelling as a
research framework and a decision-making support tool, which can be applied by researchers in

similar studies and by practitioners (SMEs and cloud software providers) in their activities.
Key definitions

In order to clarify the specifics of research observed in literature review in this paragraph
we outline major definitions used by scholars, whose articles are reviewed, and by organizations
that prepare reviews of the Russian cloud computing market. First of all, according to the Russian
legislation (Federal Law #209 “About development of small and medium enterprises in Russian
Federation” and related laws) small and medium enterprises (SMEs) are officially registered
commercial entities, individuals, and consumer cooperatives, limited by share of participation of
other business entities, by number of employees (1-100 for small business, 101-250 for medium
business) and by amount of revenue (up to 800 million rubles for small business, up to 2 billion

rubles for medium business) (Consultant Plus, 2017).

SMEs, just as large companies need to manage business processes (defined sets of business
activities that represent the steps required to achieve a business objective and include the flow and
use of information and resources) (BPMN, 2017) and rely on an IT-infrastructure (combined set

of hardware, software, networks, facilities including all of the information technology that allow
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to develop, test, deliver, monitor, control or support IT services) (Van der Veen and van Bon,
2007).

But, unlike large companies, SMEs often tend to prefer ready IT-infrastructure solutions
(infrastructural components, which are meant to serve particular IT service or facilitate particular
business process and provided by external entity) including an enterprise software (a computer
software, used to satisfy needs of corporate entities, that, unlike software for individuals, implies
stricter requirements to security, reliability, functions under higher workload and is complemented
by a technical support and maintenance agreement), such as entire enterprise resource planning
(ERP), collaboration, customer relationship management (CRM), project management, supply
chain management (SCM), document automation systems, and other types of software (Gartner IT
Glossary, 2017).

A common way of obtaining IT-infrastructure solutions for SMEs is the IT outsourcing
(contracting one or IT-functions to a third party, while remaining business processes within
responsibility of client organization (Sebesta, 2013)), mainly because it is often cheaper, faster to
obtain and easier to manage.

What is more, IT-infrastructure related decision-makers in SMEs are usually either
managerial position holders, such as CEO or CIO or specialists in charge of all IT-organization,
often performing other duties at the same time (CNews Analytics, 2016). They might be aware of
IT-needs of organization and extant solutions, but not always have time to perform a proper
analysis and would prefer ready solutions. For them it is very convenient to work according to an
SLA (a service level agreement — an official commitment that prevails between a service provider
and a customer, where particular aspects of the service — quality, availability, responsibilities — are
agreed between a service provider and a service user) (Kearney and Torelli, 2011).

A particularly popular way of the IT-infrastructure outsourcing nowadays is usage of the
cloud computing — a model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction (NIST, 2017), based on the technology of the virtualization —
“abstraction of IT resources that masks the physical nature and boundaries of those resources from

resource users” (Gartner IT Glossary, 2017).

The service, related to providing enterprise software via cloud computing is called SaaS —
software-as-a-service. Apart from particular software and SLA conditions SaaS-providers offer

different software-licensing models (a structure of agreement between a holder of rights for
11



software and a subject it provides licenses to — intermediaries or end users; a model specifies
amount and type of payments for license, number of licensees, their rights and responsibilities, as
well as rights and responsibilities of licenser) and payment schemes (a way that payments for usage

of cloud service are done, based either on fixed or variable payments) (NetLicensing, 2017).

As an example of a payment scheme, which was introduced specifically for cloud services,
we can mention the “pay-as-you-use” model, that implies periodical payments for specific amount
of resources used and potentially can allow for substantial cost-savings compared to fixed
payments for dedicated amount of resources (Marian and Hamburg, 2012; Safari, Safari, and
Hasanzadeh, 2014).

At the same time, there are decision-making techniques (schemes or processes, that allow
to make particular decision, based on measurable objective or subjective criteria), such as Balanced
Scorecard (“strategic planning and management system ... that is used to align business activities
to the vision and strategy of the organization ... and monitor organization performance against
strategic goals” (Balanced Scorecard Institute, 2017), that large companies use to manage IT-

outsourcing.

Most of such techniques are based on the evaluation of decision-making criteria
(characteristics of solutions, related to client organization, that are considered in decision-making
process), such as Total Cost of Ownership (“comprehensive assessment of information technology
(IT) or other costs across enterprise boundaries over time”, including “hardware and software
acquisition, management and support, communications, end-user expenses and the opportunity

cost of downtime, training and other productivity losses” (Gartner IT Glossary, 2017).

Overall, an immersion into the topic requires knowledge of basic concepts and popular

models of IT-services, common management tools and frameworks for decision-making.
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1. THEORETICAL BACKGROUND

For each chapter of the thesis we will provide information its structure in form of scheme

and short description. A scheme for the first chapter is represented on Figure 1.1:

Research topic

Justification of choice of studies

Extant knowledge and research findings ©
\ Relationships between studies

Scope of research in studies

Research questions

Hypotheses

Factors

Review of relevant models, frameworks, and research approaches i
H BB Theoretical background |&» Theoretical frameworks

Data collection tools

Data analysis tools

Discussion of findings and implications

Identification of research gap for empirical study ©
\ Limitations of studies

Summary of the chapter

Figure 1.1 — Structure of the Chapter 1

The first paragraph is related to an overview of extant knowledge and research findings. It
begins with a description of research topic and provides information, which studies were chosen
for the analysis of theoretical background and why, how are they related to each other and what is

the scope of research outlined in them.

The second paragraph contains a review of major research components in extant studies —
research questions and hypotheses, decision-making factors, theoretical frameworks, data analysis

and data collection tools and methodologies.

The main purpose of the overview of theoretical background is to identify the gap for
empirical study, based on findings, implications, and limitations of extant studies. It is described

in the third paragraph.
1.1.Extant knowledge and research findings

Research papers in this review are concentrated across the following topic: criteria, which
determine a decision of an IT manager or other decision maker of a SMEs or a large company in
a particular region to adopt an outsourcing solution, namely a cloud computing one. Most of
studies are dedicated to revealing these criteria (Budniks and Didenko, 2014; Grama and
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Pavaloaia, 2014; Johansson and Ruivo, 2013) or studying interactions between them (Gupta,
Seethraman, and Raj, 2013; Lee, Park, and Lim, 2013; Wu, Wan, and Lee, 2011).

Some of research papers aim to provide a methodology or a framework for an IT
outsourcing solution and use the case method to demonstrate its application (Kilic, Zaim, and
Delen, 2014; Sun, Ni, and Lam, 2015).

In accordance with requirements for the master thesis research, the document reviews
existing research papers, published in peer-reviewed academic journals, such as International
Journal of Information Management, Journal of Enterprise Information Management, Computers

in Industry, and others.

Research papers were chosen, so that they represent studies held in different regions in
different time. This allowed to observe different approaches and methods of research, for instance,
Structural Equation Modelling (Gupta, Seethraman, and Raj, 2013), Analytic Network Process and
Preference Ranking Organization Method for Enrichment Valuation (Kilic, Zaim, and Delen,
2014).

In addition to this, different hypotheses are observed, namely, interrelations between
dimensions of Balanced Scorecard (Lee, Park, and Lim, 2013), influence of various factors on
making a decision about an adoption of a cloud computing service (Gupta, Seethraman, and Raj,
2013), and relations of success factors to quality measures for a success of enterprise software
implementation (Deshmukh, Kalamkar, and Thampi, 2015)).

Diverse representation also allows for multiple sets of conclusions and findings observed:
some are related to the development of previous research on success factors for application service
providers and their interrelations (Lee, Park, and Lim, 2013), others are more concentrated on
outlining the significance of particular factors (Deshmukh, Kalamkar, and Thampi, 2015; Gupta,
Seethraman, and Raj, 2013; Johansson and Ruivo, 2013) or the applicability of particular
methodological tools (Kilic, Zaim, and Delen, 2014; Sun, Ni, and Lam, 2015; Wu, Wan, and Lee,
2011)).

With regards to the selection of studies for the description of the theoretical background, it
could be stressed that the most relevant papers were examined in the first turn: they are devoted to
the analysis of decisive factors of the SaaS adoption for SMEs in one particular region (Budniks
and Didenko, 2014; Deshmukh, Kalamkar, and Thampi, 2015; Grama and Pavaloaia, 2014; Gupta,
Seethraman, and Raj, 2013; Sebesta, 2013; Tutunea, 2014).
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On top of that, we considered research papers, that slightly differ in research subjects
(different IT-outsourcing services, perspective of large enterprises, global, rather than regional
research and so on) and that cover broader research areas. This method of article selection allowed

to focus on the most relevant knowledge, while adding up from neighboring areas.

Concerning relationships, established between studies, it would be necessary to mention,
that in observed research area there is no single established approach or “benchmark”, scholars are
often familiar with a limited amount of limited research, often, they have only previous research
of their known peers to rely upon. Thus, it is common for researchers to generalize or address

neighboring areas of study.

For example, a study focused on usage of balanced scorecards as a decision-making
technique for adoption of SaaS for SMEs (Lee, Park, and Lim, 2013) refers to factors, taken into
account by SMEs in interaction with application service providers in general, usage of balanced
scorecard by SMEs for making strategic decision and relevant cases of usage of partial least
squares as data analysis methodology. Therefore, only few clearly outlined relationships between
extant studies can be observed.

However, there are similarities in most research papers, which would be further discussed
in this section. In terms of research subjects, most of papers chosen are addressing SMEs as
adopters of cloud computing solutions (Bayrak, 2013; Budninks and Didenko, 2014; Gupta,
Seethraman, and Raj, 2013; Oliveira, Rodrigues, and Ruivo, 2014; Sebesta, 2013; Tutnea, 2014)
and providers of such solutions to SMEs (Johansson and Ruivo, 2013; Johansson, Rodrigues, and
Ruivo, 2015).

There are three distinct groups of papers with different research scopes. First group has
very specific focus with particular cloud software, ERP (Kilic, Zaim, and Delen, 2014) or business

intelligence solutions (Rus and Tutunea, 2012), but different research methods.

Second group is observing decision-making processes and methodologies in particular
SMEs for cloud computing services in general, conducting interviews and surveys (Gupta,
Seethraman, and Raj, 2013; Lee, Park, and Lim, 2013; Wu, Wan, and Lee, 2011).

Third group relates to SMEs and vendors in general and relies upon previous research and
expert opinion (Budniks and Didenko, 2014; Grama and Pavaloaia, 2014). To seek for variability,
we reviewed studies focusing on all cloud solution adopters, including individuals and large
companies (Sun, Ni, and Lam, 2015), software buyers and software vendors (Rohitratana and
Altmann, 2012), other tertiary experts (Johansson and Ruivo, 2013).
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The region of observation is a very important factor, due to differences in cloud computing
market maturity, related infrastructure development, regulations, imposed by authorities,
contribution of SMEs to economic activity of the country and so on. Most studies observed are
focused on particular countries in Asia (Kilic, Zaim, and Delen, 2014; Lee, Park, and Lim, 2013;
Sun, Ni, Lam, 2015; Wu, Wan, and Lee, 2011), Eastern Europe (Budniks and Didenko, 2014;
Grama and Pavaloaia, 2014; Rus and Tutunea, 2012; Tutunea, 2014) and Western Europe (Brender
and Markov, 2013; Gasterman, et al. 2015). There are as well some studies focused on several
regions (Gupta, Seetharaman, and Raj, 2013; Martin, 2010), rest do not concentrate on a particular

location.

To make a conclusion, research papers for literature review were chosen with regards to
their relevance to the previously outlined research question, planned research constructs and
empirical data to use. Although there are no “keystone” papers, outlined research is consistent and

demonstrate great variety in components.
1.2. Review of relevant models, frameworks, and research approaches

The key research question outlined in studies reviewed is related to factors, that affect
decision of SMEs to adopt cloud computing solutions. Factors observed are divided into three
groups: factors that are perceived by SMEs as substantially important (Lee, Park, and Lim, 2013;
Tutunea, 2014; Wu, Wan, and Lee, 2011); factors, that make cloud solutions objectively fit to
needs of SMEs (Bayrak, 2013; Brender and Markov, 2014; Gupta, Seethraman, and Raj, 2013,;
Kilic, Zaim, and Delen, 2014; Oliveira, Rodrigues, and Ruivo, 2014); factors, outlined by expert
opinion as essential (Budniks, Didenko, 2014; Sun, Ni, and Lam, 2015). Research papers analyze
not only impact of factors on decision-making processes, but also causal interrelations between
factors (Gupta, Seethraman, and Raj, 2013; Wu, Wan, and Lee, 2011).

In some papers, problems are outlined slightly differently, although still close to principal
research questions. For instance, it is answered how SMEs can choose cloud services, which
frameworks and tools could they use, such as Balanced Scorecard (Lee, Park, and Lim, 2013),
SOURCER - framework for multi-criteria evaluation of IT sourcing solutions (Sebesta, 2013),

and others.

Subsequently, there are studies focused on how usage of cloud services affect different
aspects of performance of SMEs (Deshmukh, Kalamkar, and Thampi, 2015; Rus and Tutunea,
2012), which SMEs are most likely to adopt cloud services (Grama and Pavaloaia, 2014; Sebesta,
2013), what should cloud services providers do with their product and its proposition in order to

attract SMEs (Sultan, 2011).
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Although clear formulation of research hypotheses in extant studies is limited, it is possible
to discuss and build upon this component. Namely, there are three papers taken into the
consideration and serve as benchmark examples for the research hypothesis formulation in the
master thesis (Deshmukh, Kalamkar, and Thampi, 2015; Gupta, Seethraman, and Raj, 2013; Lee,
Park, and Lim, 2013).

To begin with, we analyze the usage of balanced scorecard for estimating the effect of the
adoption of SaaS-solutions for SMEs (Lee, Park, and Lim, 2013), which demonstrate how

hypotheses can be formulated with regards to design of the widely-known framework.

Traditionally, an impact of a new strategic initiative on an organization is assessed by
changes in its financial performance metrics. Adoption of an application service is regarded in the
research as a strategic initiative, but is believed to require a complex evaluation due to
simultaneous effects of other factors, such as the competitive environment. Thus, it is
recommended to use the balanced scorecard as relevant framework “which balances leading and

lagging indicators, as well as ... financial and non-financial measures.”

Therefore, the research analyzes interrelations between standard dimensions of balanced
scorecards: learning and growth, internal business processes, customer performance and financial

performance.

Another approach to deriving research hypothesis is demonstrated in the study, analyzing
the adoption of cloud services by SMEs in Asia-Pacific (Gupta, Seetharaman, and Raj, 2013).
Authors reviewed scientific and newsletter articles, published in different time, which included
opinion of SME managers, providers of cloud services and tertiary experts about cloud computing
parameters, that are important for SMEs and expectations from future usage and adoption of the
cloud computing. At the same time, they observed real cases of decision-making and tried to find

out, which factors are taken into consideration by SMEs, that are different from large enterprises.

As a result, the paper presents five factors: cost reduction (data storage, subscription,
upfront capital expenditures) and cost control (flexible changes in computational power
consumption); ease of use and convenience in form of accessibility; reliability; sharing and

collaboration; security and privacy.

The third case of implicit hypothesis formulation is observed in the study, devoted to the
analysis of ERP implementation benefits for Indian SMEs (Deshmukh, Kalamkar, and Thampi,
2015). It also formulates hypotheses of factor interdependence based on an analysis of previous

academic research and studies how following outlined critical success factors are related to quality
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measures for the success of the CRM/ERP implementation: training, performance of hardware and

software, top management support, skill of workforce and level of project management quality.

Studies mention and analyze a lot of positive and negative factors, that influence the

adoption of cloud computing services by SMEs, some of them have already been mentioned above.

Among all, factors, related to costs are usually the most common. In other words, SMEs
are believed to pay attention to cost-saving opportunities provided by cloud solutions as well as to
additional costs, that usage of cloud services may cause.

To be more specific, extant studies mention an overall cost reduction (Gupta, Seetharaman,
and Raj, 2013), savings for different types of costs, associated with an IT-infrastructure
management, such as purchasing, support and maintenance, upscaling (Kilic, Zaim, and Delen,
2014), wages (Wu, Wan, and Lee, 2011), costs of decision making (Rus and Tutunea, 2012) and
other fixed costs like power consumption (Martin, 2010). Also, different approaches to a cost

estimation for cloud computing are considered, namely, TCO and ROI (Sebesta, 2013).

Another factor, that plays an important role is a reliability of a cloud computing solution
(Gupta, Seetharaman, and Raj, 2013; Kilic, Zaim, and Delen, 2014; Martin, 2010; Sebesta, 2013).
In includes taking into account such parameters as number of service outages, data loss incidents,

quality of service provided compared to outlined in SLA.

Linked to previous one is an information security and privacy (Bayrak, 2013; Brender and
Markov, 2013; Gupta, Seetharaman, and Raj, 2013; Johansson and Ruivo, 2013; Martin, 2010;
Safari, Safari, and Hasanzadeh, 2014; Wu, Wan, and Lee, 2011). No only it includes a number of
incidents (an unauthorized access, data leakage and other risks of losing confidentiality of
information), but also security of procedures, related to a data transfer between a provider and a

client, specifics of data storage on provider’s site and provision of an access to information.

More controversial factor is a degree of standardization. On one hand, it allows for
compatibility with most popular corporate software, on the other hand it constrains SME using
cloud service and makes its IT-infrastructure less flexible (Brender and Markov, 2013; Kilic, Zaim,
and Delen, 2014; Oliveira, Rodrigues, and Ruivo, 2014; Wu, Wan, and Lee, 2011).

Standardization is also tightly linked with degrees of a scalability (a possibility to change
amount of computational resources quickly and easily, number of users, software licenses and
other characteristics of cloud computing solution) and an integrability (an ability to combine
solution with other enterprise software and hardware) (Sultan, 2011).
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There are as well clear benefits of cloud computing solutions. To start with, cloud solutions
are generally considered as easier to deploy by end users (Wu, Wan, and Lee, 2011) and to organize
in general (Rohitratana and Altmann, 2012).

Another one is higher degree of accessibility: services are available via Internet (Bayrak,
2013; Sebesta, 2013), from different devices (Johansson, Ruivo, 2013) and from different locations

(Martin, 2010).

Then goes an ability to easily share data and collaborate with partners using same cloud
solution (Gupta, Seetharaman, and Raj, 2013; Wu, Wan, and Lee, 2011).

Most cloud service providers also offer beneficial payment schemes, such as “pay only for
what you use” and others (Marian and Hamburg, 2012; Rohitratana and Altmann, 2012; Wu, Wan,
and Lee, 2011).

Furthermore, cloud services include offering latest versions of IT-infrastructure
components and available functionality (Rohitratana and Altmann, 2012; Sebesta, 2013; Wu, Wan,
and Lee, 2011) as well as compatibility with current technologies and adaptability to current
values, experiences, and potential needs of an organization (Safari, Safari, and Hasanzadeh, 2014).

Based on research papers, observed in the literature review we can formulate, analyze, and
assess the fit of several theoretical constructs applicable for the research held in the master thesis.
In order to justify applicability for the research, we consider studies that contain an overall
description, a step-by-step implementation procedure and a rationale for use of frameworks.

Overall, adoption of cloud computing solution can be perceived by SMEs as an innovation
that allows mainly to develop an IT component (Bayrak, 2013; Budnkis and Didenko, 2014;
Grama and Pavaloaia, 2014; Gupta, Seethraman, and Raj, 2013), to improve planning and
decision-making processes (Lee, Park, and Lim, 2013; Rus and Tutunea, 2012), to increase
competitiveness (Alves et al., 2013; Kilic, Zaim, and Delen, 2014) and overall performance
(Deshmukh, Kalamkar, and Thampi, 2015).

Thus, different theories, related to innovation management can be applied to the study. The
key concept in this domain is DOI (Diffusion of Innovation) model — a theory, introduced by
Rogers (1971), which is focused on studying factors of innovations that are interesting to
population, underlines importance of communication among peers, and studies needs of five

different segments of innovation adopters.

As a next framework to consider, we observe TOE (Technology, Organization, and

Environment) — an innovation adoption framework at an organizational level, which elaborates on
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three factors (mentioned in the name) as influential factors of an innovation adoption (Safari,
Safari, and Hasanzadeh, 2014).

Safari, Safari, and Hasanzadeh (2014) base the application of TOE on different theories,
related to the adoption of innovations in companies, such as DOI and other studies of SaaS
adoption. This results into developing a research model, based on 10 criteria influencing SaaS
adoption: relative advantage, compatibility, complexity, trialability, observability, security and
privacy, IT resource, sharing and collaboration culture, competitive pressure and social influence.
Each of factors are accounted for in 10 subsequent hypotheses (testing influence of factors for

SaaS adoption).

As a particular methodology, Safari, Safari, and Hasanzadeh consider Fuzzy AHP —
extension of Analytic Hierarchy Process onto the concept of fuzzy logic (concept, that contributes
to making appropriate decisions under uncertain environment by involving ambiguity nature of
problems in decision-making (Zadeh, 1965)). Main reason for a suitability of Fuzzy AHP in
particular theoretic construct lies in an ability to operate linguistic variables (such as “poor”,

“medium”, and “good”).

TOE framework can also be observed in extant studies merged with TAM (Technology
Acceptance Model) —a model that is used to explain the dependency between an acceptance level
of particular technology and a willingness to adopt it (Autry et al., 2010). One of reasons for its
application is that it is “successfully predicting and explaining users’ intentions to adopt
technologies” (Gangwar, Date, and Ramaswamy, 2015). It is also claimed to be “the most
influential and commonly employed theory for describing an individual’s acceptance of

information systems” (Lee et al., 2003).

Gangwar, Date, and Ramaswamy (2015) identify three factors, that can be incorporated
into TOE: reliability, availability, and security-related concerns. Their research suggests, that these
factors can influence PEOU (Perceived Ease of Use — “users can use computing resources and IT
solutions without going into detail or having deep knowledge to operate them”) and PU (Perceived
Usefulness — ability of cloud solution to “improve ... business efficiency, performance, and

productivity”) of cloud computing solution.

Theoretical concepts in most studies are linked to particular research models, which also
observed in this study. First model to analyze is Structural Equation Modelling - a statistical
technique for simultaneously testing causal relationships among multiple independent and

dependent constructs (Gupta, Seethraman, and Raj, 2013). It consists of a “set of equations with
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accompanying assumptions of the analyzed system, in which the parameters are based on the

statistical observation” (Tarka, 2017).

One of the reasons for application of Structural Equation Modelling is its applicability to

measurement of latent constructs, such as ease of use and convenience, positive experience from

usage or inclination towards usage of cloud computing solution (Gupta, Seethraman, and Raj,

2013). Measurement of such constructs is conducted “with the use of a set of observable variables

and via observation of the causal effects in SEM between respective latent variables” (Tarka,

2017).

As applied by Gupta, Seethraman and Raj (2013), the implementation algorithm of

Structural Equation Modelling and related procedures include following steps:

Research framework and research variables are determined based on literature survey
(dependency of cloud computing adoption on five factors, associated with cloud services),

research methodology is established:;

Data collection from respondents (representatives of micro and small businesses, based in
Asia Pacific region): based on feedback obtained from pilot survey (personal interviews
with 30 respondents), final survey is developed and consists of questions that imply
answers on questions, related to hypotheses testing on a scale from 1 to 5 (frequency - from
"not at all" to "very often” and agreement - from "strongly disagree" to "strongly agree");
demographic details of respondents are also captured with help of the survey; sample size
contains 211 valid answers (complete and usable);

SEM is used as overall framework, while Partial least squares (PLS) regression techniques
implemented via structural model based tool called Smart PLS are used to first run
exploratory factor analysis on results of pilot survey and confirmatory factor analysis on
results of final survey;

Model fit is checked: reliability of research measurements is evaluated using Cronbach's
Alpha (should be over 0,6) and composite reliability (should be over 0,7) scores;
convergent validity is evaluated with using average variance extracted (should be over 0,5)
and loading constructs (should be over 0,7); discriminant validity is evaluated using
correlations between measures of potentially overlapping constructs (should be over 0,6);
Hypotheses are tested by estimating path coefficients in structural model (indicate strength
of relationships between independent and dependent variable) and R-square value
(variance of dependent variable that is explained by independent variables), joined with
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bootstrapping resampling (in order to make a larger sample, which models the unknown

population).

This approach is useful, because it allows for simultaneous statistical testing of

interrelations between multiple factors, also it implies rigorous testing of model via several

parameters. What is more, there is a software available for this model (IBM SPSS AMOS).

However, it might be relevant to implement factor analysis in case of large number of variables.

Another combination of techniques is Analytic Network Process (ANP) and Preference

Ranking Organization Method for Enrichment Valuation (PROMETHEE), proposed by Kilic,

Zaim and Delen (2014). ANP is a multi-criteria decision making technique (and generalization of

analytic hierarchical process) used to obtain the ranked importance (weights) for criteria in

particular set. Its benefit is in ability to account for complex network structure and it is widely

used in neighboring fields of research. There are four distinct stages in ANP:

Network model construction — outlining existing alternatives, criteria of comparison and
their interrelations, ways, tools, and degrees of measurement; requires detailed
understanding of a decision problem, its components, and outcomes; control criteria and
sub-criteria are sometimes allocated to larger groups for better interpretation of the model
(for instance, most commonly used ANP software incurs following groups: benefits,
opportunities, costs, and risks);

Pairwise comparisons and priority vector creation — alternatives are compared pairwise for
each criterion (for example, solution A is more reliable than solution B, solution C is more
reliable than solution B, solutions A and C are equally reliable, etc.);

Supermatrix formation and transformation — during this step different algorithms may be
performed, but they all serve to weight values for pairs “alternative-criterion” with relative
“importance” of criteria;

Determination of final rankings/priorities — key output of the model is set of values for all
alternatives, which determines their preference ranking according to outlined criteria and
their importance.

PROMETHEE, in turn, is another technique, that is used for ranking alternatives among

conflicting criteria and consists of six steps:

Model construction — similar to ANP: alternatives, criteria and other components of the

model are outlined;
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e Pair-wise comparisons of criteria performed and, based on them, deviations are obtained
for all pairs of criteria (usually done during collective barnstorming session of a group of
industry experts);

e Chosen preference functions are utilized to obtain a preference of one alternative with
regards to another (preference function is chosen from several options based on opinion of
ERP experts);

e Global (overall) preference indexes are computed in order to later rank preferences for
alternatives;

¢ Positive and negative outranking flows are computed — technical transformation step, that
allows to systematize difference between evaluation of alternatives by criteria;

e Net outranking flows are determined for each alternative — final step that allows to rank
alternatives.

Key reason for choosing combination of ANP and PROMETHEE methods is based on
decision modelling techniques' strengths and suitability to current decision situation, it is
applicable to complex multi criteria decision making situation that requires involvement of a group
of decision makers and evaluation of network structure among the decision-making system factors.
ANP and PROMTHEE are both serve as independent statistical tools, but require some

assumptions to be implemented.

Next approach overviewed is Decision-making Trial and Error Laboratory (DEMATEL).
It originates from the Geneva Research Centre of Battelle Memorial Institute and serves to deal
with different sorts of problems in various fields, such as service quality, portfolio selection,
management system selection, technology selection, critical success factor selection and others
(Falatoonitoosi, Ahmed, and Sorooshian, 2014).

The approach is based on matrices and graphs, which portray a contextual relation between
the elements of the system, in which a numeral represents strength of influence. It is helpful as it
converts the cause-effect relationship into an intelligible structural model. It also allows to separate
involved factors into cause group and effect group.

Mathematically, approach consists of the following steps:

e Model construction — similar to other approaches;
o Creation of an initial direct-relation matrix by obtaining sets of pair-wise comparisons —
each cell is the degree to which one criterion affects another, matrix is square, numbers of

rows and columns are both equal to number of criteria;
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e Normalization of direct-relation matrix into matrix, where each element is divided by
number, equal to maximum possible sum of all elements in one row (so that maximum
degree of affection of one factor by all other is equal to 100%) — technical step, that allows
to obtain ranking of alternatives;

e Calculating total-relation matrix as a result of mathematical transformation of normalized
direct-relation matrix, so that it becomes interpretable: sum of row and column numbers
represent “prominence™ — degree of importance each factor has, sum of row minus sum of
column numbers is “relation™ — indicator, that divides factors into cause and effect groups.
The approach allows to easily visualize a structure of complicated causal relationships, it

is applied widely in similar cases, it is relatively simple in terms of collection and processing of
data and interpreting results. Also, DEMATEL itself is an approach that allow to achieve
meaningful statistical result and special software packages exist that serve to implement this

method.

Dumpster-Shafter method is another approach that is used to determine relative importance
(weights) for a set of criteria. It allows for combining several opinions on sets of decision
alternatives and does not require consistency checks at the decision alternative level. It can be

applied independently and consists of following steps:

e Scores are obtained to determine magnitude of critical success factors and key performance
indicators influence on each stage of ERP implementation cycle (taking criteria from
literature and then assessing by experts using Delphi method);

e Weights are normalized by dividing each score on sum of scores for one particular stage
and expert;

e Weights for all CSFs and KPIs are obtained by combining opinions of all experts by
applying combination rule.

Finally, there are some specific cases, which imply usage of particular methods. For
instance, combination of agent-based modelling and analytic hierarchy process is used for analysis
of interaction between software vendors and software buyers (Rohitratana and Altmann, 2012).

From the overview of techniques, applied in the existing research we can conclude that it
is acommonly used practice to develop a model, which incorporates several alternatives, measured
by a set of criteria, which are related to each other. It has been suggested for the master thesis to
apply Structural Equation Modelling, due to its applicability to suggested research hypotheses and
existence of relevant use cases (Gangwar, Date, and Ramaswamy, 2015; Gupta, Seethraman, and

Raj, 2013) as well as comprehensiveness and interpretability.
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IBM SPSS AMOS software was chosen for creation of the model as it is one of the most
commonly used tool and it allows for developing a comprehensive graphical representation of
structural equation model. As will be explained further, in order to test applicability of questions
in survey for testing research hypotheses we have decided to conduct preliminary factor analysis,
using IBM SPSS Statistics tool.

With regards to factors, that influence adoption of SaaS by SMEs we have decided to
conduct additional analysis of analytical reviews of leading Russian IT-related information portals
and reports of cloud software providers operating in Russia. In particular, we overviewed review
of Parallels — one of the leading providers of laaS and SaaS in Russia, CNews Analytics and
TAdviser — two notable internet resources, conducting interviews and publishing articles about

cloud services.

According to Parallels (Odin, 2016), most important factors for choosing business

applications are (with shares of respondents marked factor as important):

e Features and capabilities of software (45%), which relate to functions that could be
implemented within SaaS;
e Business need (25%) — actual need of business in usage of particular software application;
e Price (23%) — total price, that customer pays for leasing software licenses throughout the
period of SaaS usage;
e Previous customer experience (6%), which usually available via trial or previous
experience with SaaS.
Authors of Cloud Services 2016 review published in CNews Analytics (2016) have similar
opinion and group factors into two parts: positively and negatively influencing. Within the first

group they list:

e Awareness of service and its different aspects — technology, business model, pricing and
functionality;

e Total cost of ownership in frame of potential to cut IT costs;

e Attribution to global trends in adoption of cloud services;

e Quality of services, demonstrated by SLA;

¢ Reliability backed by existence of successful adoption cases;

e Developing legal regulations, tend to clarify the situation with usage of cloud services;

e Synergies between cloud products, ability for them to create cloud ecosystem for client

organization;
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e Development of network infrastructure in Russia, allowing for better access to applications

in the cloud from different devices.
Second group of factors, outlined by CNews Analytics (2016) partly overlaps with first, as
same trends may have both enablers and barriers as implications. With regards to barriers we can

name following:

¢ Inertial negative attitude because of disbelief in security of cloud applications;

e Strict information security regulations, which do not allow to store data and applications
in third party’s servers;

e Need to keep some amount of own costly hardware, related to necessity to maintain high
capitalization;

e Lack of standardization in existing SaaS market offerings, demonstrated by different
classification of services and discrepancies between declared and actually implemented
SLA;

e Actively going modernization of information security legislation in Russia, which makes
it hard for providers and SMEs to adopt quickly to changing regulations;

e Lack of competent IT-specialists, that are capable of outlining, evaluating and making
adoption decisions regarding existing solutions for IT-infrastructure.

Additional analysis of sub-reports of CNews Cloud Services (2016) and semi-structured
interviews with experts (TAdviser, 2016) have not revealed any significantly different factors of

influence.

In the vast variety of factors observed we can clearly determine those, that are not related
to objectively happening external trends, but to perception of SME decision-makers and
characteristics of existing SaaS solutions. This second group of factors was used together with
factors derived from literature review in formulation of research hypotheses. Following factors
were taken into consideration with regards to analysis of extant studies: cost reduction, ease of use

and convenience.

As outlined above, one group of studies is based on collection and analysis of primary data.
Samples from SME representatives are selected either randomly (Lee, Park, and Lim, 2013) or
from particular group such as middle-ranked managers and above (Budniks and Didenko, 2014).
Some studies interview tertiary experts rather than SMEs (Johansson and Ruivo, 2013; Kilic,
Zaim, and Delen, 2014). Sample sizes vary from 30 to 1266 observations with average number of

about 100, depending on specifics of research.
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Data collection methods include questionnaires with Likert-scale questions (Budniks and
Didenko, 2014; Deshmukh, Kalamkar, and Thampi, 2015; Lee, Park, and Lim, 2013), closed
questions in another form (Tutunea, 2014), open qualitative and quantitative questions (Gupta,
Seetharaman, and Raj, 2013), semi-structured (Johansson and Ruivo, 2013; Kilic, Zaim, and
Delen, 2014; Rohitratana and Altmann, 2012; Sun, Ni, and Lam, 2015; Wu, Wan, and Lee, 2011)

and unstructured interviews (Martin, 2010).

Questionnaires are mostly developed by special software (Google Survey, Qualtrics Insight
Platform etc.) distributed by e-mail or published online, interviews are held face-to-face or via

videoconference tools (Skype, Google Hangouts etc.).

Another group of studies use secondary data, namely expert reports (Rus and Tutunea,
2012) and existing academic research (Alves et al., 2013; Bayrak, 2013; Gasterman et al., 2015).

In contrast to the data collection, there is a greater variety of methods of the data analysis.
Data is mostly analyzed with conventional statistical methods as chi-square, regression analysis

and factor analysis.

The partial least squares regression analysis is implemented for an estimation of a structural
model and testing research hypothesis (Lee, Park, and Lim, 2013), the multiple regression method
— for testing hypotheses in conceptualized model (Deshmukh, Kalamkar, and Thampi, 2015).
There is also a case of usage of three-way ANOVA for hypothesis testing (Budniks and Didenko,
2014).

The factor analysis is applied for an assessment and measurement of survey data (Lee,
Park, and Lim, 2013), together with principal components it is used for revelation and prioritization

of factors of influence (Deshmukh, Kalamkar, and Thampi, 2015).

The combination of exploratory and confirmatory factor analysis is used for analyzing
underlying structure of variables in testing questionnaire and in final questionnaire consequently
(Gupta, Seetharaman, and Raj, 2013).

Rest of studies either merely describe results of data collection (Tutunea, 2014; Martin,

2010) or do not contain data analysis at all.

To sum up, research papers reviewed tend to vary a lot in terms of their components.
Research questions include different variants of studying of key factors of adoption of IT-
outsourcing by different companies (their interrelations and influence on performance indicators).
Hypotheses exist only in several studies and they are related to testing interdependence of factors

or their influence on making decision about adoption and on overall adoption success. Decision-
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making factors observed are related to characteristics of service (cost, functions, reliability etc.) as
well as to specifics of clients (degree of awareness, trust, infrastructure development etc.).
Research models combine innovation management approaches (TOE, TAM etc.) and structural
models, studying different dependencies (SEM, AHP etc.). Both primary data (collected
questionnaires and interviews) and secondary data (academic research, expert opinion) used in

research as well as different techniques of data analysis (factor analysis, regression, chi-square).
1.3. Identification of research gap for empirical study

Conclusions and findings in extant studies can be divided into three distinct groups. The
first group, implications for researchers, includes an extension of research area and research
methodologies as well as propositions for further research. The second group, implications for
practitioners include recommendations for usage of particular tools and methodologies and taking
into account particular factors during decision-making process. Finally, the third group is related

to different types of limitations of existing studies.

Let us discuss outlined groups of conclusions in more detail. Implications for researchers
include examples of development of previous research on success factors for application service
providers and their interrelations (Lee, Park, and Lim, 2013), usage of new methodological tools
for discussed research area, such as the balanced scorecard (Lee, Park, and Lim, 2013), the analytic
hierarchy process (Kilic, Zaim, and Delen, 2014), the perceived risks — perceived benefits matrix
(Wu, Wan, and Lee, 2011) or the dynamic lifecycle perspective (Sun, Ni, and Lam, 2015). Those

studies suggest further usage of outlined methodologies thus enlarging the research area.

At the same time, some studies serve to prove that particular factors are significant in
decision-making process regarding adoption of cloud services by SMEs and can be used by other
researchers in the area (Gupta, Seetharaman, and Raj, 2013; Deshmukh, Kalamkar, and Thampi,
2015; Johansson and Ruivo, 2013).

Implications for practitioners are similar to recommendations for scholars, but address two
categories of contractors — SMEs and cloud computing solution providers. For above mentioned
balanced scorecard and analytical hierarchy process, studies provide detailed step-by-step

implementation examples.

Papers also make conclusions, regarding to the importance of particular factors, such as
ease of use and convenience together with security and privacy (Gupta, Seetharaman, and Raj,
2013), purchasing, implementation, service and support costs (Kilic, Zaim, and Delen, 2014),
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necessity to develop quality service to ensure good customer experience (Johansson and Ruivo,
2013).

Lastly, studies discuss limitations and possible extensions of research. First of all, most
publications claim regional limitations, that leave space for testing same methodologies,
importance and interrelation of same factors in other regions (Gupta, Seetharaman, and Raj, 2013;
Kilic, Zaim, and Delen, 2014; Wu, Wan, and Lee, 2011; Sun, Ni, and Lam, 2015).

What is more, such aspects as sample size (Lee, Park, and Lim, 2013), specifics of industry
(Kilic, Zaim, and Delen, 2014) or particular organizations (Johansson and Ruivo, 2013) and
chosen factors of importance (Gupta, Seetharaman, and Raj, 2013) are outlined as limitations and

can help in formulating research gap for master thesis.

Taking into the consideration limitations and recommendations for further research in
reviewed articles, it can be inferred, that there are several potential dimensions for development

of own research.

First of all, it is regional dimension — it is suggested to focus on SMEs, located in Russia
and served by largest SaaS-providers, which are, as previously outlined, mostly concentrated in
Moscow and Saint-Petersburg (CNews Analytics, 2016).

Linked to region of study and existing reports are success factors, which should be taken
not only from extant studies, but from industry research of Russian market as well in order to

develop own research model.

Also, there is a room for testing both recommended and not mentioned methods of data
collection (gquestionnaires with qualitative and quantitative questions, structured, semi-structured,
and unstructured interviews) and data analysis (chi-square, regression, factor analysis, cluster
analysis and more specific methods).

1.4. Summary of the chapter

Within the development of the theoretical background of the research, we started with
outlining extant research papers for the analysis. They were chosen based on the relevance of
research topics (studies of decision-making process, related to adoption of IT-infrastructure
solutions by small and medium enterprises) and the presence of research methodologies and

frameworks as well as different scopes of study.

As a next step, we outlined a group of research questions in extant studies and reviewed

different characteristics of research — objectives, variables, hypotheses, frameworks, data
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collection and data analysis methodologies. Research questions were based on study of factors,
influencing decision-making process, degree and specific of their influence. Thus, studies mostly
involved quantitative research methods, with some inclusion of mixed methods, such as semi-

structured interview.

The major result of the theoretical background observation is identification of the research
gap for the empirical study (in form of potential dimensions of development of own research),

which was based on research conclusions and applications and limitations of extant studies.
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2. METHODOLOGY AND DATA DESCRIPTION

Structure of the following chapter is represented on Figure 2.1 below:

Cloud service - SaaS

Deployment model

Scope of research for empirical study O[
k Leveks of analysis

Types of solutions

Assumptions for development of hypotheses

Research hypotheses O/ Information base for hypotheses

\ Hypotheses and clarifications

L . it Schematic model for framework
Methodology and data description [C) Research work O/

\ Description of analysis procedures

Data collection - Questionnaire

Description of research methodology O/ Factor analysis

Data analysis O
SEM
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Figure 2.1 — Structure of the Chapter 2

The chapter starts with the identification of the scope of the research, based on gaps
outlined previously. The part includes the identification of cloud services, deployment model,
levels of analysis and types of solutions to observe (other components are identified earlier in the

chapter).

Then we proceed with the development of research hypotheses, which are based on
assumptions and previously observed sources, that are both mentioned. For each of hypotheses we

provide clarifying explanations on why are they stated.

Further in the chapter we provide a description of the research framework, including

presentation of a schematic model and overall description of the procedures of the analysis.

Description of the research methodology includes two distinct parts. The first part is related
to the data collection in form of a questionnaire and provides information about questions, what
do they measure and how are they related to research hypotheses. The second part is devoted to
the description of data analysis methodologies employed, including justification of their usage and

validation checks to be performed.
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2.1.Scope of research for empirical study

In the next part, we are going to describe the scope of the research, related to software
models and regions of observation. As outlined before, within research we focus on SaaS solutions
— ready-to-use standard or customized business software, which is managed remotely by provider
and most frequently delivered via Web or cloud portal for a subscription fee or on a pay-for-use
basis (Gartner IT Glossary, 2017).

There are several reasons, related to choice of SaaS over other segments of market of cloud
solutions in Russia, which are laaS (basic level of cloud services which delivers infrastructure
services to customers in form of storage and network, while letting users to have control over
operating systems and deployed applications (Mell and Grance, 2011)), PaaS (“level of cloud
computing which offers online access to all resources that are required to build an application”
(Gangwar, Date, and Ramaswamy, 2015)), and web-presence (hosting and domain registration,
unified communications — e-mail hosting and mobile conferencing (Odin, 2016)). The reasons are

mostly related to the current market environment and growth projections.

First of all, SaaS is estimated as the largest segment of cloud services market in Russia —
1137 million dollars in 2015 (laaS is the second largest with 605 million dollars) according to
Odin (2016). On top of that, there is a tendency for Russian SMEs to prefer SaaS over laaS and
PaaS. Such preference is mainly believed to be due to a lower purchasing capacity (smaller budget
for IT of SMEs (CNews Analytics, 2015)) and weak presence of large international players, such

as Amazon Web Services (Nosov, 2015).

What is more, the SaaS is currently world’s largest segment of cloud services with growth
of 20,3% in 2016 and projected CAGR of 21,1% from 2016 to 2021 (Gartner, 2016). The SaaS
segment grows with high pace in Russia as well — projected CAGR from 2015 to 2018 is 12,8%
(Odin, 2016).

Another important parameter to determine within the scope of the research is the
deployment model — specific type of environment, characterized by different forms of ownership
and access to software as well as amount of computational resources allocated. Namely, we can
define four deployment models (Gupta, Seethraman, and Raj, 2013)

e Public cloud — multiple clients have access to shared computational resources of a vendor,
located in one server; within it, each client can have its own entity in software (for instance,

folder or database in Database Management System);
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e Private cloud — a single client has full access to computational resources (e.g., in form of
dedicated server);
e Community cloud — more restricted and secure version of public cloud, when access and
resources are distributed among a group of related client entities;
e Hybrid cloud — any form of combination of the above described models.
For the research, we are considering mostly solutions, provided via the public cloud as a
model that intended to be used mostly by SMEs in Russia due to its relatively low costs and
sufficient level of reliability and security (CNews Analytics, 2016).

In terms of the level of the analysis, we observe two separate levels — industry and
management level. In the research, we observe Russian SMEs, mostly doing retail and wholesale
trade (different groups of products and services), as currently most common clients of SaaS
providers (Odin, 2015). Also, we include production companies, service providers, and firms
operating in financial sector as they are considered prospective majority for the SaaS in Russia
(Odin, 2015).

It is important to mention, that we include in observation companies, that have successfully
adopted SaaS-solutions of one of the Russian top-10 SaaS providers (by sales in 2015-2016), as
they have already gone through the decision-making process. The provider addressed have agreed
to cooperate in organization the data collection part of the research as a part of its internal

performance measurement processes.

An additional element that should be taken into consideration is a particular SaaS software
or a type of software, due to the fact that factors are expected to interrelate in different manner
depending on it. In the research, we decided to study following types of software delivered within
SaaS model: Enterprise Resource Planning, Customer Relationship Management, Accounting
Management, Supply Chain Management, Content Management. These types of software products
are selected as they are provided by the top-10 SaaS market players in Russia in 2016 (CNews
Analytics, 2016) and are present as well in the portfolio of the provider, whose clients were

surveyed.

We also suggest not to focus on specific software solution as 70% of major SaaS players
develop and sell primarily their own solutions (CNews Analytics, 2016) and there is sometimes a
lot of applications within one particular software type. Therefore, a focus on particular software

applications would make a research sample not diverse enough.
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2.2.Research hypotheses

To proceed with the development of research hypotheses, we take an assumption, that final
decision about adoption is dependent on several factors, but above all, business need, which results

directly in adoption decision.

We determine business need as a clear understanding of an adopting company, that it has
a necessity to adopt a particular SaaS solution and will include it into its plans of IT-infrastructure
development in the nearest future. It is related to the concept of Perceived Usefulness, proposed
by Davis (1986) - "if the technology is applicable for a company, it would rather be accepted” and

used in “benchmark” studies for this research.

Research hypotheses are based on extant studies, that address similar research questions
with quantitative research methods (Gangwar, Date, and Ramaswamy, 2015; Gupta, Seethraman,
and Raj, 2013; Hanafizadeh and Ravasan, 2017; Lee, Park, and Lim, 2013; Tan and Kim, 2015;
Tutunea, 2014). What is more, results of the survey, performed by Parallels (Odin, 2015),
combined with semi-structured interviews of industry experts (CNews Analytics, 2015) are also

taken into account.

According to the experience of software providers, it is important for SMEs to have free
trial for software (86% of purchases are done with previous free trial) thus creating positive
customer experience before deciding to adopt cloud solutions (Odin, 2015). With such evidence,
it is logical to assume that a prior experience is relevant for determining a business need for a

solution. Therefore, the first hypothesis as formulated as follows:

e Hypothesis 1: business need in adoption of cloud solution by SME is positively affected

by positive previous experience;

One of the reasons claimed why most SMEs prefer using software they are already accustomed
is that they consider it reliable and is capable of supporting necessary functions for organizations
(CNews Analytics, 2016; Odin, 2015). Thus, we can formulate the second and the third hypotheses
in the following manner:

e Hypothesis 2: business need in adoption of cloud solution by SME is positively affected

by its actual features and capabilities;

e Hypothesis 3: business need in adoption of cloud solution by SME is positively affected

by its reliability;

It is also necessary to consider the role of the cost factor in adoption of cloud solutions. While
it is named the most important factor for laaS, the situation is not so clear with SaaS — Russian

34



SMEs are claimed to have insufficient IT budgets and very price-sensitive, but also tend to
recognize cost-cutting opportunities in SaaS adoption (CNews Analytics, 2015). Following this
discussion, we formulate the fourth hypothesis in the following way:

e Hypothesis 4: business need in adoption of cloud solution by SME is negatively affected

by its total cost of ownership.
2.3. Research framework

To test hypotheses, we begin with creating a schematic model for Structural Equation
Modelling that incudes observed variables (business need for adoption, positive experience of
usage, actual features and capabilities, reliability, total cost of ownership) and their suggested

relations.

With regards to exploited variables outlined hypotheses we created a research framework,
which is demonstrated on Figure 2.2 — latent variable business need is dependent for 4 independent
latent variables (latent variables are presented with ovals, hypotheses by rectangles and
relationships with arrows), all latent variables are measured by 3 to 4 observables via questionnaire
(observable variables are presented with rectangles, measurement of latent variables by

observables is presented with lines):
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Positive previous
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Figure 2.2 — Research framework (source: developed by author)



It can be inferred from the framework, that each of four latent variables are measured by

several underlying components):

e The business need in a SaaS solution that a company has decided to adopt is measured via
a recognition of a raise in efficiency of business processes, an increase in level of
competitiveness or an emergence of opportunities to save costs;

e The positive previous experience can originate from usage of the same software, the same
SaasS solution, or a trial version of it;

e Features and capabilities of SaaS solutions are functions that are relevant for an adopter,
an adjustability of a solution in a fast and convenient manner, an access via various devices
(workstation, laptop, tablet, smartphone) and a presence in different formats of applications
(desktop, web, mobile);

o Reliability of SaaS solutions is measured by a number of data security incidents, a level of
data protection, a level of accessibility (percentage of time when it is fully accessible,
except planned maintenance), and speed of response to service requests and of resolution
of incidents;

e Total Cost of Ownership is selected as a cost measure due to its frequent usage by
practitioners, the applicability for cloud software adoption cases and the inclusion of
relevant cost component; namely, in the research TCO is represented by costs of
purchasing licenses, deployment and support of a SaaS solution.

This structuring is based on the recommendations of the provider who took part in the
research and also reflects factors, that were previously outlined in research papers and industry

reviews.

After the development of the model, we have designed the questionnaire to collect data
about the relative influence of factors from representatives of SMEs. We justify the validity of the
questionnaire with the factor analysis and input the data into the model and perform a step-by-step
implementation of Structural Equation Modelling, which determines the result of the hypothesis
testing. As an additional layer of the analysis used for the interpretation of results, we have
retrieved predictive strengths of independent measurable variables to dependent. These stages will

be described in further parts of the thesis.
2.4. Description of research methodology
The questionnaire begins with an explanation that the research is intended to study the

influence of different factors on making a decision about adoption of SaaS solutions in Russian
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SMEs and a recommendation to answer questions that best characterize actual decision-making in
companies. Questions themselves are also introduced, supplemented by request of agreement for
collecting and processing personal data and guarantee that data will be used only for purpose of

academic research.

Content part of the questionnaire consists of two parts. First part includes questions that
are relevant for hypothesis testing; for each latent variable measured, we have formulated three to
four research questions that represent observable variables in order for following up factor analysis
to be considered as reliable (Tabachnik and Fidell, 2007).

Questions are measured on a 5-point Likert scale using scales from “Strongly disagree” to
“Strongly agree”, basing on similar practices of extant studies (Gangwar, Date, and Ramaswamy,
2015; Gupta, Seethraman, and Raj, 2013; Hanafizadeh and Rawasan, 2017).

The second part of the questionnaire is intended to collect personal data of respondents:
number of employees, region where business is registered, annual revenue, field of activity, and
software products, that are currently used via SaaS model. This information is used to provide the
description of the sample and to ensure its diversity. The questionnaire is designed in accordance
with analogs in extant research (Gupta, Seethraman, and Raj, 2013; Hanafizadeh and Ravasan,
2017; Lee, Park, and Lim, 2013).

As outlined previously, the validity check for questionnaire is run with the factor analysis
in IBM SPSS Statistics software. To justify that questions are applicable for measurement of latent
constructs we perform the factor analysis, with several validation checks: normality tests, KMO
and Bartlett’s test, Cronbach’s Alpha, correlation matrix, total variance explained table and rotated
component matrix (principal components methods is used for factor extraction, varimax

orthogonal method for rotation).

Structural Equation Modelling is employed to test research hypotheses, in IBM SPSS
AMOS software. The validity of the structural equation model is checked with the Chi-Square test
as a measurement of an overall fit of the model. Also, we use such indicators as a goodness of fit,
a minimum discrepancy divided by its degrees of freedom, a comparative fit index, and a root
mean square approximation. A detailed explanation of these indicators will be provided in the

further chapter.

For a detailed interpretation of the results of hypotheses testing, we have also conducted a
predictive analysis in IBM SPSS Watson. Namely, we aim at interpreting the influence of

particular components, measuring positive previous experience from usage, features and
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capabilities, reliability, and total cost of ownership of SaaS solutions on business need in their
adoption by Russian SMEs (efficiency of business processes, level of competitiveness, cost

saving).
2.5. Summary of the chapter

To conclude, in this chapter we outline the scope of the research, develop four research
hypotheses that represent the influence of different factors (positive previous experience of usage,
actual features and capabilities, reliability, total cost of ownership) on the business need in
adoption of SaaS-solutions for Russian SMEs. Hypotheses are based on the previous similar

research and the evidence from practice.

Research hypotheses result into the research framework, which represents the dependence
of the business need as latent variable on four other variables, mentioned above, also as latent. All

latent variables are measured by 3 to 4 observable variables by questionnaire.

The data analysis starts with factor analysis, which is used to validate measurement of
latent constructs by observable variables. Structural Equation modelling is then used to test
research hypotheses, followed by the predictive analysis, aimed at retrieving dependencies among

component of research variables.
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3. EMPIRICAL STUDY

Structure of the chapter is outlined on Figure 3.1:
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Figure 3.1 — Structure of the Chapter 3

The first paragraph contains information about how data has been collected and what were
the results of the survey. For the respondents, we also provide information about how many
employees do they have, what is their annual revenue, where are they located, what are their

domains of activity and which types of software they use within SaaS-model.

The data analysis part includes factor analysis, which justifies usage of the questionnaire
for the research model and Structural Equation Modelling for hypothesis-testing. In the second
paragraph, we outline the purpose of the factor analysis, provide results applicability checks and
tests, which justify reliability and validity the analysis. In the third paragraph, we proceed to
Structural Equation Modelling, which contains similar parts in its description.

39



In the fourth paragraph, results of hypotheses testing are interpreted and compared to

results of hypotheses testing from the “benchmark™ extant studies.

Implications of study, discussed in the fifth paragraph, address researchers by providing
the extension of the research area with the research framework developed and its application via
Structural Equation Modelling. Practitioners can also benefit from the application of the

framework.

Finally, the sixth paragraph is focused on limitations are related to regions, where SMEs
and providers are located, their domains of activity and factors, related to making a decision about
an adoption of a SaaS, that are accounted for in the research. Suggestions for further analysis
include possibility of studying an effect of various characteristics of SMEs as mediating factors
for dependencies between factors and further qualitative study for better understanding of the
results of the hypothesis testing.

3.1.Data collection and description of material

In order to collect responses of companies, that have already successfully adopted SaaS
solution we addressed one of the top-10 Russian SaaS players by revenue in 2015 listed in CNews
Analytics Cloud Services 2016 review (CNews Analytics, 2016). Representatives of the provider
were first contacted by mail and phone, in order to agree to provide information and contacts of
its respective clients in January-February of 2017. As a result, representatives of the provider have
allowed for collecting the data in one form or another, after making corrections to the survey.

During the next stage, the data was collected through the online survey distributed by mail,
phone calls, and provided in personal interviews. Due to an assumed insufficient level of
knowledge of English language among respondents and for the sake of an efficiency of the data
collection survey was translated to Russian. Samples of the questionnaire are presented in the

supplementary material (see Appendices 2 and 3).

The survey was delivered to a total of 818 companies in period of March-April 2017,
resulting in 200 answers collected (response rate of 24,4%). After an additional research of
answers (supported by information from SPARK Interfax database), it was found out that 43
companies either do not match criteria of SME outlined by Russian legislation (number of
employees is equal or less than 250, annual revenue equal or less than 2 billion rubles) or have
presented incomplete or invalid answers. Thus, a total number of 157 responses were selected for

further study.
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Further in this part we will describe the sample collected. From an overview of respondent
companies’ characteristics, it can be inferred that the majority of companies (62%) in the research
sample can be characterized as micro-enterprises (5 employees or less), 88% of companies can be

characterized as small (100 employees or less) and only 12% as medium.

The distribution is presented in Figure 3.2:
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17; 11%
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m(0-5 m6-15 m16-50 m®=51-100 =101-105 =151-200 = 201-250

Figure 3.2 — Distribution of respondents by number of employees

Another factor, which allows to classify a company as SME is its annual revenue. This
characteristic also demonstrates a skew towards lowest category (50 million rubles per year or
less), which is shown on Figure 3.3 (there were as well 3 companies, that responded that they do

not know their revenue, 27 companies have preferred not to disclose their revenue figures):
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Figure 3.3 — Distribution of respondents by revenue

41



A combination of the above characteristics results into a classification into small and
medium enterprises — 82% of respondent companies can be classified as small and 18% as medium

(in case of lack of value of revenue only number of employees were used as a classifying criterion).

With regards to a distribution of respondents of region of location it can be noted that
companies from Moscow (58% of respondents) and Saint-Petersburg (15% of respondents) were
primarily targeted as the most mature in terms of usage and adoption of SaaS. However, during
the data collection SaaS adopting SMEs from other regions were identified and included in the
sample for further analysis. Namely, they represent, Kazan, Novosibirsk, Ekaterinburg, and other

locations (27% of respondents).

Regional distribution of respondents in shown on Figure 3.4:
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Figure 3.4 — Distribution of respondents by region of location

As outlined above, the survey was addressed to companies that represent industries that are
either most frequently to adopt SaaS in Russia how or show potential to growth. Figure 3.5
demonstrates the distribution by domains of activity — service companies are most representative
with 54%, trade companies represent 30% of respondents, residual 16% are distributed among

manufacturing, construction, and other industries:

Construction; 5;

Manufacturing; 9: Consulting; 6; 4% e 30

6% Other W Other services; 47;
11; 7% , 30%
Software
development; 14;
9%

Retail trade; 14;
9%

Wholesale trade;

Financial services; 34: 21%

17; 11%

Figure 3.5 — Distribution of respondents by domains of activity
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Finally, an information about types of software used within SaaS-model shows a
prevalence of usage of customer relationship management systems, such as Microsoft Dynamics
CRM and several solutions, developed by providers (89 cases of adoption). For other types of
software, number of adoption cases is similar: 20 cases of adoption of both enterprise resource
planning systems (Microsoft Dynamics NAV, Microsoft Dynamics AX, Oracle ERP, ERP Parus
Enterprise, and several solutions, developed by providers) and content management system
(developed by one of the providers), 18 — of accounting systems (different configurations of 1C:
Enterprise), 15 — of supply chain management systems (Manhattan SCALE), and 30 — of other
software types (Microsoft Exchange Server, 1C: Payroll and HR Management, Veeam Backup

and Replication and others).

Two important remarks should be taken into the consideration with regards to the
distribution of respondents by this parameter: first, some of SMEs in the sample have adopted
more than one software product within SaaS-model and thus, a total number of cases of adopted
software solutions represented on the diagram below (Figure 3.6) is more than the total number of
respondents; second, it was not studied if any of respondents use multiple software solutions of
several providers simultaneously, thus these SMEs might have some additional adoption

experience (using SaaS of other providers) which was not accounted for in the research:

Other - 30

SCM - 15
CRM - 89

AS -18

CMS - 20
ERP - 20

Figure 3.6 — Types of software used by respondents
3.2.Factor analysis

The factor analysis was implemented using IBM SPSS Statistics software for a justification
of the validity of the questionnaire. In order to perform it, we ensured that prerequisites for this

methodology of the analysis are met.

First of all, the factor analysis is applicable for ordinal variables, such as answers for
questionnaire in the research. Although recommendations for number of observations differ, there
Is an evidence that it is applicable, as subjects-to-variables ratio is 9,81, which is above 5 (Bryant

and Yarnold, 1995). With 157 valid observations chosen for the analysis the usage of the factor
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analysis is also justified by requirements for a total size of a sample (Hatcher, 1994; Hutcherson
and Sofroniou, 1999). There were no cases with missing values that might have led to
overestimation (Tabachnik and Fidell, 2007), as all questions were compulsory to answer.

Table 3.1 below represents descriptive statistics for variables (variables named HI_J
represent a J-th response from the questionnaire, which is related to an I-th hypothesis; variables
named BN_M represent M-th responses from questionnaire, related to determining of business
need for adoption; for reference see Appendix 2):

Table 3.1 — Descriptive statistics for research variables

Descriptive Statistics

Variable Mean Standard error of mean Standard Deviation
H1 1 3,90 0,074 0,921
H1 2 3,74 0,055 0,69
H1 3 3,68 0,056 0,698
H2 1 3,03 0,073 0,909
H2 2 3,36 0,06 0,752
H2 3 3,31 0,06 0,748
H3 1 3,29 0,079 0,994
H3 2 3,52 0,057 0,712
H3 3 3,45 0,059 0,737
H3 4 3,46 0,062 0,78
H4 1 4,07 0,068 0,848
H4 2 3,74 0,056 0,699
H4 3 3,77 0,052 0,649
BN_ 1 3,36 0,056 0,699
BN_2 3,37 0,055 0,691
BN_3 3,73 0,052 0,654

Source: analysis of the author in IBM SPSS Statistics.

According to Child (2006), data collected should satisfy the assumption normality.
Normality was checked with Kolmogorov-Smirnov and Shapiro-Wilk tests and presented in Table
3.2 (df — number of degrees of freedom, Sig. — statistical significance of the test):

Table 3.2 — Results of normality tests

Tests of Normality

Variable Kolmogorov-Smirnov Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
H1 1 0,196 157 0 0,855 157 0
H1 2 0,310 157 0 0,820 157 0
H1 3 0,300 157 0 0,825 157 0
H2 1 0,234 157 0 0,894 157 0
H2 2 0,290 157 0 0,845 157 0
H2_3 0,251 157 0 0,848 157 0
H3 1 0,212 157 0 0,902 157 0
H3 2 0,271 157 0 0,833 157 0
H3 3 0,258 157 0 0,842 157 0
H3 4 0,240 157 0 0,857 157 0
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Kolmogorov-Smirnov Shapiro-Wilk

Variable Statistic ~ df Sig.  Statistic | df Sig.
Ha 1 0231 157 0 0,834 157 0
H4 2 0302 157 0 0.825 157 0
H4 3 0313 157 0 0.800 157 0
BN 1 0271 157 0 0.826 157 0
BN 2 0289 157 0 0.823 157 0
BN 3 0327 157 0 0.801 157 0

Source: analysis of the author in IBM SPSS Statistics.

There are no variables that may have been considered as outliers due to research design
(Likert-scale).

It was also necessary to specify and justify the usage of specific parameters of the factor
analysis. The principal components analysis was chosen as a factor extraction method as it has
shown its applicability for “preliminary” EFA (Gangwar, Date, and Ramaswamy, 2015; Gupta,
Seethraman, and Raj, 2013), so technically, on this stage we operate components, rather than
factors, with the same meaning for the research framework (components represent factors, that

affect business need in adoption of SaaS solution).

To test whether the sample and variables are suitable for factor analysis, we have used
Bartlett’s test (should be statistically significant) and Kaiser-Meyer-Olkin measure for sampling
adequacy (should be above 0,5), the results are presented in Table 3.3 below (df — number of

degrees of freedom, Sig. — statistical significance of the test):

Table 3.3 — Results of measurements of applicability of factor analysis:
KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0,79
Bartlett's Test of Sphericity Approx. Chi-Square 2558,488
df 120
Sig. 0

Source: analysis of the author in IBM SPSS Statistics.

The reliability of variables is tested with Cronbach’s alpha with a criterion of > 0,7 (Field,
2013). The result is presented in Table 3.4 below:

Table 3.4 — Results of testing reliability of variables

Reliability Statistics
Cronbach's Alpha Cronbach's Alpha Based on Standardized Items N of Items
0,92 0,926 16

Source: analysis of the author in IBM SPSS Statistics.

A requirement for at least three variables for each factor (Gorsuch, 1983) was met by
questionnaire design, what is more, from the correlation matrix we can see that there most
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variables, which are attributed to particular factors by research design are highly correlated (r >
0,7).

There are however, some cases of moderate correlation — between variables H4 1 and
H4 2 and between variables H4 1 and H4_3. This can potentially lead us to preliminary
conclusion that rejection to adopt SaaS solution because of high price of purchasing licenses might
be only moderately correlated with rejection because other TCO components are considered as too
high.

What is more, variable BN_3 is moderately correlated with variables BN_1 and BN_2
which suggests that the recognition of cost cutting opportunities of SaaS adoption might be only
moderately related to raising efficiency of business processes and level of competitiveness.
Correlation matrix is presented in the Appendix 4.

The principal components analysis in IBM SPSS Statistics includes producing a matrix,
which includes a percentage of total variance explained (Table 3.5). With a taken cut-off for
eigenvalue > 1 as according to Field (2013), it has shown, that four components (factors) satisfy
and are sufficient to explain 83,36% of total variance. However, due to the initial research design,
we acknowledge, that component, meant to represent business need might be correlated to other

four, and thus, explain little additional variance. Therefore, we will keep five factors in the model.

Table 3.5 - Total variance explained

Total Variance Explained
Initial Eigenvalues

Component Total % of Variance Cumulative %

1 7,738 48,363 48,363
2 2,112 13,198 61,562
3 1,93 12,063 73,625
4 1,557 9,733 83,358
5 0,408 2,552 85,911
6 0,387 2,42 88,331
7 0,312 1,953 90,284
8 0,298 1,863 92,146
9 0,263 1,642 93,788
10 0,242 1,515 95,304
11 0,221 1,379 96,683
12 0,187 1,17 97,853
13 0,146 0,915 98,768
14 0,102 0,638 99,406
15 0,078 0,486 99,891
16 0,017 0,109 100

Source: analysis of the author in IBM SPSS Statistics.
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In addition to this, a scree plot was produced in IBM SPSS Statistics in order to provide

additional demonstration. It is demonstrated on Figure 3.7:

Scree Plot
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Figure 3.7 — Scree plot
In order to interpret the components (factors) we have used Varimax rotation, which is
applicable as it is assumed that factors are uncorrelated (DeCoster, 1998; Rummel, 1970) and is
also implemented in “benchmark” studies (Gangwar, Date, and Ramaswamy, 2015). From the
results of the Varimax rotation it can be seen, that variables, that represent survey questions

demonstrate an attribution to four components (factors).

The fifth component (business need in adoption), however, tends to be more attributed to
the component 1 (for variables BN_1 and BN_2) and the component 3 (for variable BN_3)
respectively. This can give us a valuable preliminary insight related to hypotheses H1 and H3.

The rotated component matrix is represented in Table 3.6:
Table 3.6 — Rotated component matrix

Rotated Component Matrix

. Component
Variable
1 2 3 4 5

H1 1 0,004 0,09 -0,024 0,948 0,161
H1 2 0,225 0,208 0,215 0,815 -0,13
H1 3 0,263 0,271 0,199 0,784 -0,056
H2 1 0,971 0,066 0,052 -0,007 0,03
H2 2 0,79 0,304 0,198 0,241 -0,062
H2 3 0,758 0,262 0,285 0,176 -0,277
H3 1 0,063 0,954 0,101 0,053 -0,037
H3 2 0,176 0,797 0,22 0,258 -0,176
H3 3 0,296 0,775 0,237 0,19 0,245
H3 4 0,212 0,862 0,166 0,192 0,048
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Component

Variable 1 5 3 4 5
H4 1 0,036 0,088 0,957 0,028 -0,081
H4 2 0,201 0,278 0,783 0,176 -0,004
H4 3 0,212 0,285 0,767 0,184 0,308
BN 1 0,792 0,157 0,091 0,406 0,279
BN 2 0,838 0,148 0,363 0,058 0,052
BN_3 0,413 0,107 0,809 0,08 -0,104

Source: analysis of the author in IBM SPSS Statistics.
3.3. Structural Equation Modelling

In order to proceed with the analysis, we have developed the following structural equation
model using SPSS AMOS (Figure 3.5). For usage of SEM, the satisfaction of requirements for

sample size (>15 cases for predictor or >100 cases overall) and for normality of data was ensured.

Rectangles represent observable variables, which are corresponding to questions from
survey. Circles are latent variables, which are measured by observables. There are four
independent variables — TCO (total cost of ownership), PPE (positive previous experience), AFC
(actual features and capabilities), R (reliability), and one dependent variable — BN (business need
in adoption). Ovals represent so called “unique variables” or residuals for variables. Straight
arrows represent so called “paths” — here they represent attribution of residuals to variables,
observable variables to latent variables and dependence of one latent variable on another. Curved
lines represent covariances — they are specified between all independent latent variables, as
necessary for determining the model in IBM SPSS AMOS.

It might be noted that variables H1_1 and H3_1 are omitted and a covariance is drawn
between some residuals (e4 and e5, ell and e 12, e 14and el5) — this is a result of model

adjustment, in order for it to fit assumptions of SEM.
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This results into the model, which is demonstrated on Figure 3.8:
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Figure 3.8 — Structural equation model drawn in SPSS AMOS

The omission of variables in the model is justified by a high correlation between remained
variables (> 0,7) — in terms of framework it would signify that some part of redundancy in
measured variables is eliminated, the positive previous experience is measured by two observable
variables instead of three, and the reliability is measured by three observable variables instead of

four. A covariance between residuals is also accounted for in the model.

The measurement of the overall fit of the model is performed in IBM SPSS AMOS by Chi-
Square test. In the developed model the test was successfully past, model is statistically significant

globally.

We have also used some additional indicators while adjusting the fit of the model, drawn
from recommendations of statisticians (Browne and Cudeck, 1993) and extant studies (Gangwar,
Data, and Ramaswamy, 2015; Gupta, Seethraman, and Raj, 2013). Namely, we have observed GFI
(goodness of fit), recommended by Joreskog and Sorebom (1984). While GFI = 1 indicated a
perfect fit of the model, in our research model is it equal to 0,803, which is on acceptable level

compared to “benchmark research”.

Furthermore, we evaluated CMIN/DF (minimum discrepancy divided by its degrees of
freedom), which is a ratio of overall fit of the model. A value observed is 4,129, which satisfies
the recommendation of below absolute value of 5 (Marsh and Hocevar, 1985). Another parameter

observed is CFI (comparative fit index), which shows that the sector in a model has enough high
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stability. The value in the model is 0,910, which is acceptable, as CFI values close to 1 indicate a
good fit (Bentler, 1990).

In addition, we also included RMSEA (root mean square error approximation), an
indicator, which shows that data has enough low error value, that items explain respective values
in the best manner. In our study, it is 0,081 which is considered acceptable (Browne and Cudeck,
1993).

After we have adjusted the fit of the model, we have performed the hypothesis testing,
which lead to the following results, represented in Table 3.7 (Estimate — unstandardized regression
coefficient, that represents the amount of change in the dependent variable for one unit of change
in each of variables predicting it; S.E. — standard error of estimate; C.R. — critical ratio, estimate
divided by standard error; P — probability value associated with the null hypothesis that the test is

zero):

Table 3.7 — Results of hypothesis testing in SPSS AMOS

Dependent variable Independent variable Estimate S.E. C.R. P
BN TCO ,090 ,024 3,786 Fokk
BN PPE ,637 ,067 9,543 Fkk
BN AFC ,002 ,019 ,084 ,933
BN R ,617 ,065 9,441 Fkk

Source: analysis of the author in IBM SPSS AMOS.

As it can be derived from the table, hypotheses H1 (PPE on BN), H3 (R on BN), and H4
(TCO on BN) are supported and hypothesis H2 (AFC on BN) is not supported.

3.4. Analysis of results

To analyze the results of the hypothesis testing, we address the research framework and
interpret meaning of each result with regards to it. We also provide results of testing similar

hypotheses in extant studies for a comparison.

Finally, we provide the results of the predictive analysis in IBM SPSS Watson. The
software was chosen, because of a possibility to represent of multiple predictive scenarios in
visually comprehensive format and existence of successful use cases (Yablonsky and Faizullov,
2017).

Within the analysis, we presented each of the three variables measuring the business need
in adoption of SaaS by Russian SMEs (efficiency of business processes, level of competitiveness,
saving costs) as dependent variables from variables measuring the positive previous experience

from usage, the reliability, and the total cost of ownership for SaaS. Dependency from variables
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measuring features and capabilities of SaaS was not measured due to the fact that respective

hypothesis was not confirmed.

For each of independent variables we retrieve predictive strength for a dependent variable
—an indicator, that shows a confidence of a prediction model associated with a dependent variable.
In other words, the higher the predictive strength of a field is, the stronger correlation it has with
what is be predicted. According to the information, provided by IBM, the computation of
correlation is run in accordance with Chi-square automatic interaction detection algorithm (IBM
Analytics Communities, 2016). The predictive strength is measured on a scale from 0% to 100%
and in the analysis, is used solely for a comparison of inputs of different variables (as according

to the research framework observable variables are not intended to directly predict each other).

Let us discuss the results in more details. The hypothesis H1 claimed positive effect of the
positive previous experience of using the solution on the business need in its adoption. What is
more, the corresponding path coefficient is the highest for all factors, which can be interpreted as
following: changes in degree of having positive previous experience can lead to highest changes
in business need in adoption, than changes in any other single factor.

The finding is in line with the evidence of industry reports, which claim that most adopters
make a decision after having positive experience with trial versions of solutions (Odin, 2015).
Although not directly measured in the same way in the extant studies, it is in line with findings of
Gangwar, Date, and Ramaswamy (2015), whose hypothesis about the positive effect of an
organization readiness (“perception and evaluation by managers the degree to which they believe
organization has the awareness, resources, governance, and commitment to adopt™) on a perceived

usefulness of a cloud solution.

Results of the predictive analysis for corresponding observable variables are demonstrated
in Table 3.8 (BN1 — efficiency of business processes, BN2 — level of competitiveness, BN3 —
saving costs, PPEL — previous experience of usage of the same software, PPE2 — positive previous
experience of usage of the same SaaS, PPE3 — positive previous experience of usage of trial version
the same SaaS). It can be inferred from results that raise in the efficiency of business processes is
moderately correlated with the previous positive experience, especially from the same SaaS (and

not just the same software) usage.

Other aspects of business need are only slightly correlated with observable variables of the
group. In some cases, a variable, related to usage of the same software is not even considered by

IBM Watson Analytics as having any predictive power (which is consistent with the results of
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SEM in IBM SPSS AMOS - as variable, that corresponds to PPE1, was omitted from the model,
due to lack of fit).

Table 3.8 — Predictive analysis for group of variables “Previous positive experience”

Dependent variable Independent variable Predictive strength
BN1 PPE1 20%
PPE2 28%
PPE3 30%
BN2 PPE1 -
PPE2 12%
PPE3 14%
BN3 PPE1 -
PPE2 12%
PPE3 12%

Source: analysis of the author in IBM Watson Analytics.

The hypothesis H2, related to the positive effect of actual features and capabilities the
solution on business need in its adoption is not supported by testing within the research model.
This result can lead to the following interpretation: SMEs as adopters are by some reason tend not
to pay much attention to features and capabilities of software (mainly, its functions, adjustment
and access possibilities) when determining the business need in adoption (at least, compared to
other studied factors in the research). It is clear, though, that the result implies a potential further
research of underlying reasons, which will be discussed more in a corresponding chapter of the

master thesis.

Results for the hypothesis H3 (business need in adoption of cloud solution by SME is
positively affected by its reliability) are similar to those of H1 — hypothesis is statistically
significant and path coefficient is sufficiently high. This means that SMEs in Russia tend to pay
significant attention to reliability of SaaS solutions, namely to absence of security incidents, high

level of data security and high level of support in SLA.

Similar hypotheses were studied by several researchers from extant studies. In the research
of Gupta, Seethraman, and Raj (2013) the hypothesis about the positive relation of the reliability
of cloud providers to the usage and adoption is not supported and it is claimed that “SMEs do not
consider cloud as reliable”. Such result is explained by a lack of trust of decision makers in SMEs
located in Asia-Pacific region to store data on site of provider, a low bandwidth resulting in a low
availability of the solution and lots of downtimes. The finding does not contradict the result of our
study, as we also assumed that reliability of the cloud is a concern for SMEs, but rather
demonstrated by analysis that SMEs who recognize a business need in an adoption of a cloud

solution also tend to ensure that it has a high level of reliability.
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Study of Hanafizadeh and Ravasan (2017), which has more industry specific sample
(representatives of banks in India) has confirmed a hypothesis that “perceived low information
security and privacy is negatively related to the ITO adoption level”, which is claimed to be the
most essential factor influencing decision-making of respondents. In our research sample, we have
also included some cases of financial institutions that have adopted SaaS solutions with specific
requirements for information security, but their number is rather limited, therefore, we cannot state
that hypothesis H3 is confirmed mostly due to high security requirements of institutions dealing

with financial data.

Let us proceed with the predictive analysis for the group of variables, measuring the
reliability of a SaaS solution, which results are presented in Table 3.9 (R1 — sufficiently low
number of data security incidents, R2 — high level of data protection, R3 — high level of
accessibility, R4 — fast response to service requests and resolution of incidents). Results
demonstrate modest predictive strengths of variables R2-R4, while R1 is considered as not having

predictive strength (and was also omitted from the model in the SEM part).

We can also see that a high level of accessibility has relatively higher strength for all
components of business need, especially for the efficiency of business processes and the level of
competitiveness. The possible explanation would be that a higher level of an accessibility (no
downtimes, required level of latency) correspond positively to a higher efficiency and a

competitiveness of an enterprise.

Table 3.9 — Predictive analysis for group of variables “Reliability”

Dependent variable Independent variable Predictive strength
BN1 R1 -
R2 13%
R3 19%
R4 17%
BN2 R1 -
R2 15%
R3 21%
R4 15%
BN3 R1 -
R2 15%
R3 16%
R4 12%

Source: analysis of the author in IBM Watson Analytics.

Lastly, the hypothesis H4, which is related to the negative influence of the TCO on the
business need for an adoption of a software, is also confirmed to be statistically significant. It

needs to be stressed though, that the assumption was made that a refusal of SMEs to adopt SaaS
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solutions due to perceived high components of TCO represents the statement of hypothesis. With
the assumption, the finding could be interpreted in following way: SMEs in Russia tend to see
lower business need in SaaS solution if TCO of it is perceived as too high. However, we should
also note that estimate for path coefficient is 0,9, which is rather low compared to other statistically

significant factors of influence — positive previous experience and reliability.

As outlined previously, costs are frequently mentioned as major influencing factor for an
adoption, both in academic research (Gupta, Seethraman, and Raj, 2013; Kilic, Zaim, and Delen,
2014; Sebesta, 2013) and industry reports (CNews Analytics, 2015, 2016; Odin, 2016). Namely,
Gupta, Seethraman, and Raj (2013) test the following hypothesis: “cost reduction or cost saving
achieved using cloud has a positive effect on the SMEs usage and adoption of cloud computing”,
which is supported in the study and demonstrated of examples of an elimination of IT-

infrastructure costs (hardware, data storage and backup, salaries of IT specialists etc.).

Our research is rather focused on studying the relation of the adoption intention to
comparative TCOs of SaaS solutions, but can be logically linked to results of the above mentioned
research in the following way: one of directly measured variables is related to a recognition of cost
saving potential as result of a SaaS solution adoption, that is according to the model influenced by

an intention of SMEs to choose solutions with acceptable TCO.

Let us finish with the results of the predictive analysis, related to the total cost of ownership
components, which are presented in Table 3.10 (TCO1 — cost of purchasing licenses, TCO2 — cost
of deployment, TCO3 — cost of support of SaaS solution). With regards to values of the strength it
can be inferred that the component of the business need, that is related to cost-saving is correlated
with variables, measuring the TCO, which makes sense, as SMEs are expected to not recognize
any cost-saving if they perceive TCO of SaaS as very high. Other components of the business need

are moderately correlated with TCO components.

Table 3.10 — Predictive analysis for group of variables “Total Cost of Ownership”

Dependent variable Independent variable Predictive strength
BN1 TCO1 -
TCO2 13%
TCO3 15%
BN2 TCO1 22%
TCO2 22%
TCO3 24%
BN3 TCO1 59%
TCO2 45%
TCO3 49%

Source: analysis of the author in IBM Watson Analytics.
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3.5. Practical implications and contribution

There are several groups that can benefit from the results of this research. First of all, the
study provides several contributions to the research area of the decision-making for an adoption
of IT-infrastructure solutions. The theoretical part contains the overview of key research
components, including research frameworks, decision-making criteria, data collection and data
analysis methodologies with detailed examples of usage in research. This information might be

relevant for researchers operating in the same or neighboring research areas.

They include the application of Structural Equation Modelling for studying of business
need of SMEs to adopt SaaS solutions. The justification of structural model with factor analysis
and measures for evaluation of model fit are provided. These applications and results of their
implementation (hypothesis testing and interpretation of its results) also might be relevant for

similar research. Several suggestions for further research are as well discussed in this chapter.

Implications for practitioners address both Russian SMEs considering adoption of SaaS

solution and SaaS providers that operate in Russian market with SMEs.

Two components of research might be interesting for both groups. First one is an array of
factors that should be taken into consideration when making a decision and particular
characteristics of a software which are related to them, which are depicted in the research model
and the questionnaire. These are applicable for SMEs as they can determine factors that are
particularly important for them and design their own decision-making tool that might help them to

choose the most suitable cloud solution.

Providers, in turn, may analyze factors of importance for their current and prospective
clients, and receive knowledge of how their products, services, contracts, and marketing elements
can be adjusted in order to raise recognition of business need and subsequently develop their

business performance.

Developed research framework also represents a useful tool for practitioners, as it might
be applied in the same manner. However, it needs to be mentioned, that applicability of the
framework should be ensured.

3.6. Research limitations and suggestions for further analysis

Another important component of research covers imposed limitations. As outlined above,
the study intends to focus on Russian SMEs and incorporate the experience of relevant research of
SMEs in Europe in Asia, thus it has a regional limitation. In particular, due to significant difference

in IT-maturity of SMEs in different regions of Russia, we decided to focus mostly on Moscow and
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Saint-Petersburg as locations for the most advanced SMEs. It is reasonable then to suppose that
sample of SMEs, that mostly represent other regions of Russia may demonstrate other results
within the model, as they might consider different factors or same factors but differently while

evaluating business need in an adoption of SaaS solutions.

Following recommendations of practitioners (Odin, 2015), we focused mostly on
commercial SMEs operating in industries that either represent major client segments for SaaS
market in Russia or are projected to represent them in future. Therefore, results of the research of

representatives of different industries might vary.

What is more, the sample included only existing clients of the major Russian SaasS provider,
thus, it does not observe companies, which use SaaS solutions of other providers (both Russian
and international), and companies that by some reason decided not to adopt SaaS or adopted and

then switched to other solutions.

In addition to this, our study focuses on five factors: the business need in an adoption, the
positive previous experience, features and capabilities, the reliability, and the total cost of
ownership, mentioned most frequently in scientific and industry studies. As stated previously,
there is a lot of factors, influencing an adoption decision, identified in extant studies, such as the
degree of standardization (Brender and Markov, 2013; Kilic, Zaim, and Delen, 2014; Oliveira,
Rodrigues, and Ruivo, 2014), the integrability (Sultan, 2011), data sharing and collaboration
functions (Gupta, Seethraman, and Raj, 2013; Wu, Wan, and Lee, 2011), beneficial payment
schemes (Marian and Hamburg, 2012; Rohitratana and Altmann, 2012) and others. Mentioned

factors might also potentially be relevant for Russian SMEs.

As outlined before, the methodology, presented in the study, can be extended to companies,
representing different regions and industries and other factors of influence. In addition to this, there

are suggestions that result from the research sample and results of hypothesis testing.

Following the research framework, proposed by Tan and Kim (2015), characteristics of the
companies could be studied as mediating factors. More specifically, indicators, related to size of
companies (number of employees), degree (annual revenue), domain of activities (industry), and
region of activities can be studied with results on how representatives of different groups show

different results of a hypothesis testing.

Regarding the results of testing of the hypothesis H2 (“business need in adoption of cloud
solution by SME is positively affected by its features and capabilities™), it can be inferred, that

there is a possibility for a further research of underlying reasons for an insignificance of features
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and capabilities of a software for recognizing the business need in adoption. Namely, a qualitative
study implying structured interviews with sample representatives could be a dimension of further
research. This suggestion applies as well to the results of testing of other hypotheses.

3.7.Summary of the chapter

This chapter begins with the description of the data collection process, during which the
questionnaire was distributed to SMEs, currently using solutions of the largest SaaS providers in
Russia. As a result, the sample of 157 valid answers was collected. The data description is followed
by the provision of sample characteristics — company size, annual revenue and distribution by

industry.

For the justification of the measurement of latent variables in the model by observable
variables represented by survey questions we have conducted the factor analysis in IBM SPSS
Statistics. The results of the factor analysis have shown that observable variables are justified to

latent independent variables.

The structural equation model was developed and adjusted for a better fit in IBM SPSS
AMOS. As a result of the model implementation, hypotheses H1 (business need in adoption of
cloud solution by SME is positively affected by positive previous experience), H3 (business need
in adoption of cloud solution by SME is positively affected by its reliability), and H4 (business
need in adoption of cloud solution by SME is negatively affected by its total cost of ownership)
are supported and the hypothesis H2 (business need in adoption of cloud solution by SME is

positively affected by its actual features and capabilities) is not supported.

Then we proceed with outlining of implications of study and recommendations for
researchers and practitioners’ recommendations (Russian SMEs and software providers working

with them) considering usage of factors and framework for decision-making.

Furthermore, research limitations are discussed. They are mainly related to region of
location and industry that respondents are operating in, as well as related to factors of importance.

Suggestions for further research are provided subsequently.
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CONCLUSION

The current study is devoted to the research and the analysis of factors, that are related to
making decisions about adoption of SaaS solutions in Russian SMEs. Cloud solutions in general
are perceived as a useful tool, which may lead to raise of performance of their adopters. They have
a lot of advantages for adopting companies, such as ease of use and deployment, sharing and

collaboration of data and beneficial payment schemes.

There are as well some controversial factors, that may in different situations result in
adoption of cloud computing solutions or make a company to refuse of such an idea. Namely, these
are costs associated with solutions, (which in practice of Russian IT companies often aggregated
in total cost of ownership), reliability (linked with level of information security and technical

support according to service level agreements), and degree of standardization.

The Russian cloud services market exists for more than ten years, but is still considered as
developing, showing higher pace of growth than average worldwide. The SaaS is currently a
second and most promising segment of the market, with few major players located in Moscow and
Saint-Petersburg. Among clients SMEs represent majority by revenue of SaaS vendors, but on
average, single SME tends to use only limited amount of basic services. Industry experts explain
such a situation with an insufficient IT budget and a lack of the expertise for making rational
decisions about the adoption of the SaaS based on actual business needs.

Therefore, this study intends to outline factors, which are important for determining the
business need in the adoption of the SaaS. Factors are taken from extant theoretical studies of the
decision-making processes of the adoption of IT solutions among various types of companies
worldwide, as well as from recent analytical reports and interviews with industry experts in Russia.
In addition to this, a broader theoretical background was observed, including key research
questions and topics in the area, research subjects, different possible scopes, research models and

frameworks, data collection and data analysis methodologies.

In the research area, most of studies are intended to outline factors, attributed to IT-
solution, or related to it, which are taken into account by companies, when they make the decision
about the adoption of solutions. These factors in general attribute to one or several of the following
characteristics: perceived by SMEs as substantially important, making IT-solution objectively fit
to needs of SMEs or outlined by expert opinion as essential.

Alongside with the influence of factors on the adoption decision, it was discovered that

extant studies focus on their interrelation, which, supported by evidence from industry reviews,

58



resulted into a development of present research question, that is related to the influence of business
need (as one factor resulting into adoption) by other factors — previous experience, features and
capabilities, reliability, and costs. These factors are claimed as important for Russian SMEs when

it comes to the adoption of SaaS solutions.

Several related research questions that contributed to the development of the research were
also identified: which frameworks can SMEs employ when they choose cloud services to adopt,
how usage of cloud services affect different aspects of performance of SMEs, which SMEs are
most likely to adopt cloud services, what should cloud service providers do with their product and

proposition in order to attract SMES.

Therefore, the study analyzes interdependencies between factors and aims at providing
both vendors and decision makers in Russian SMEs with a framework of their evaluations and
related recommendations. The research framework is based on most relevant studies, which were
taken as “benchmarks”. It is focused on determining the strength and the direction of the influence
of positive the previous experience from usage SaaS, its features and capabilities, its level of
reliability and the cost of ownership on the recognition of the business need in the adoption by

Russian SMEs, who are currently using solutions of major Russian SaaS providers.

Factors within the research framework are represented as latent constructs and measured
by observable variables in forms of 5-point Likert-scale questions in the survey. In order to obtain
results for the survey major Russian cloud services providers were contacted, who then provided
opportunity to distribute the guestionnaire among their respective clients either by e-mail, by

phone or in personal interviews.

In order to justify the measurement of latent constructs with observable variables, factor
analysis was performed in IBM SPSS Statistics, with an estimation of validating indicators. As a
result, observable variables were valid to represent independent variables of the research model.
Variables that are related to the dependent variable (business need) have demonstrated a higher
attribution to the positive previous experience and the reliability respectively, which was explained
by the implied influence of independent variables on dependent and it was decided to proceed with

the structural equation model.

SEM was developed in IBM SPSS AMOS, the model was also adjusted for better overall
fit, validity, and reliability of measurements. Changes in the model are justified by relationships

between model variables.

Hypothesis testing was performed after adjusting the model.
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As a result:

e hypothesis H1 (business need in adoption of cloud solution by SME is positively affected
by positive previous experience) is confirmed;

e hypothesis H2 (business need in adoption of cloud solution by SME is positively affected
by its actual features and capabilities) is not confirmed;

e hypothesis H3 (business need in adoption of cloud solution by SME is positively affected
by its reliability) is confirmed;

o hypothesis H4 (business need in adoption of cloud solution by SME is negatively affected
by its total cost of ownership) is confirmed.

While similar findings exist in extant studies for confirmed hypotheses, it cannot be said
that for the non-confirmed hypothesis, there are relevant results in other research. Thus, it is
suggested as a proposition of further research to conduct a study on how features and capabilities
of SaaS are related to recognition of business need in its adoption by Russian SMEs.

In addition to the results of hypothesis testing, the analysis of predictive strengths in IBM
Watson Analytics has demonstrated a set of results. Namely, the efficiency of business processes
is moderately correlated with the positive previous experience, especially from the same SaaS

usage; other components of the business need are slightly correlated with observables.

Furthermore, the number of security incidents, related to a SaaS solution demonstrates no
predictive strength for the business need; the level of data protection and the speed of response on
service requests and incidents, has demonstrated a moderate predictive strength for the business
need; the level of accessibility demonstrates highest strength for all components of the business
need;

In addition, components of the business need, that are related to the level of efficiency of
business processes and the level of competitiveness slightly correlated with the cost of purchasing
licenses and moderately with the cost of the deployment of the SaaS solution; the cost-saving
component of the business need is highly correlated with all TCO components.

Overall, this study contributes to the extension of the research area in terms of geography,
and interrelations in hypothesis studied. It has also provided another example of applicability of
SEM. Practitioners can benefit from the list of potential factors of influence and methodology of
their evaluation. Propositions for further research include suggestions to study of between-group
differences for SMEs and of mediating variables, such as size, region, and domain of business

activities.
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SUPPLEMENTARY MATERIAL

Appendix 1: Overview of data collection methodologies in relevant studies

Information about Relevant
No Hypotheses tested survey and sup_plem_entary NR | RRZ | ARS
questions, related to | questions included
hypotheses testing in survey
1 | Influence of Responses collected | Processing of 1000 | 43,3% | 64,6%
characteristics of from top and middle- | respondents: (433)
cloud computing level IT Are you aware of
solutions and related | professionals inthe | cloud computing?
metrics (relative companies (finance, | are you willing to
advantage, IT, and adopt cloud
compatibility, manufacturing) who computing or are
complexity, are in process of you already in
organizational adoption of cloud process of adoption?
competency, top computing solutions Categorization of
management SUpport, | Respondent respondents:
;?LZLQ?oznd companies are ta_ken What is the size of
on, from official national -
competitive pressure, | database of Bombay your company:
trading partner Chamber of What is your
support) on Commerce and employee_turnover
determinants of TAM | Industry, India per year (in number
model (perceived Responses collected of employees)?
usefulness, perceived during personal
ease of use) visits to the
Influence of respondents or
determinants of TAM | collected through e-
model on each other mail
andoncloud Questions, related to
computing adoption | hynthesis testing
are based on five-
point Likert scale
2 | Influence of different | Responses collected | Categorization of 1100 | 20,9% | 91,7%
characteristics of from representatives | respondents: (230)
cloud computing of SMEs that “are How many

solutions (cost
reduction, ease of use
and convenience,
reliability, sharing
and collaboration,
security, and privacy)
on each other and on
its usage and adoption
by SMEs

well aware of the
cloud”

Responses collected
via e-mails,
distribution of
hardcopy forms and
face-to-face
interviews

Questions, related to
hypothesis testing

employees do you
have?

How many IT staff
do you have?
Where is your
company registered?
What is your annual
revenue (turnover)?

1 NR — total number of responses, that are used in research.

2 RR — response rate — ratio of responded applicants to of surveyed applicants.

3 AR — applicable responses — ratio of responses applicable to use to total number of responses.




are based on five-
point Likert scale
For each variable, 3
to 5 questions are
formulated

Do you have
broadband (Internet)
connection?

Which payment
mode would you
prefer?

Influence of Responses collected | Categorization of 300 |42,3% | N/A
characteristics of ITO | from managers or respondents: (127)
and related metrics other decision- What is the size of
(technological, makers responsible your company?
organizational, and for adoption of e- What is your ITO
environmental banking services adoption level?
attributes) on ITO Responses collected
adoption level via phone calls and
e-mail
Respondent
companies are taken
from a list published
by Central Bank of
Iran
Questions, related to
hypothesis testing
are based on five-
point Likert scale
Interrelations of Responses collected | Categorization of 500 | 20,2% | N/A
different dimensions | from IT personnel of | respondents: (101)
of balanced scorecard | SMEs using SaaS Which industry does
(learning and growth, | Respondent your company
internal business companies are taken | operate in?
processes, customer from a list of What is the size of
p_erformance, registered in Small & your company?
financial : Medium Business For how many years
performance) with Administration in do you use SaaS?
regards to adoption of | South Korea i '
SaaS ) What is the
Questlon_s, rela_ted to percentage of SaaS
hypothesis testing use in total processes
are basgd onseven- | ot vour company?
point Likert scale What is your
monthly SaaS usage
fee (in USD)?
Which SaaS
applications do you
use?
Relationships Responses collected | Studying effect of N/A | N/A | 98,5%
between different from MBA students | mediating variables: | (132)

indicators, related to
SaasS collaboration
tools (confirmation
with expectations,
perceived usefulness,
satisfaction,
continuance intention)

that are making
project via Google
Dacs (they represent
general population of
SaasS collaboration
tool users)

What it the level of
your IT-skills?

Do you have any
prior experience
using Google Docs?
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Affection of
relationships by
mediating variables
(prior experience with
SaasS collaboration
tools, level of IT
skills)

Responses collected
via face-to-face
interviews or e-mail

No formal hypotheses
tested

The study is intended
to identify the level of
knowledge and
awareness of SMEs
regarding cloud
computing solutions
available for them on
the market

Also, one of research
tasks is to identify the
perception of SMEs
regarding the main
categories of benefits
and risks related to
the adoption of cloud
computing solutions

Responses collected
from representatives
of SMEs in Romania
Responses collected
phone calls, social
network platforms or
e-mail

Closed questions that
are aimed to identify
benefits and risks of
cloud computing
solutions perceived
by SMEs

Categorization of
respondents:
Where do you
deploy your
activity?

Are you located in
urban or rural area?

What is your field of
activity?

How many
employees do you
have?

What is your level of
knowledge and
awareness about
cloud computing
solutions?

Which types of
cloud computing
solutions and online
tools do you use?

1266
(595)

47%

78,5%

List of studies, used in overview:

o a k~ w N E

Gangwar, Date, and Ramaswamy (2015)
Gupta, Seethraman, and Raj (2013)
Hanafizadeh and Ravasan (2017)

Lee, Park, and Lim (2013)

Tan and Kim (2015)
Tutunea (2014)

Appendix 2: Research questionnaire sample

English version

Description of the questionnaire

Please consider this information before answering questions:

The questionnaire is intended to understand influence of different factors on making decision about
adoption of SaaS solutions in Russian SMEs.

First part of the questionnaire contains 16 questions, related to peculiarities of decision-making
process. Please choose answers, that are closest to how adoption decision is made in your company.

Second part of the questionnaire is related to information about Russian SMEs that use SaaS solutions.
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Please note that this questionnaire collects personal data about your company without necessity to
disclose company name or other details that would allow to identify it. By answering this
questionnaire, you agree for usage and processing of your personal data according to Russian
Legislation. It is guaranteed that data will be used only for purpose of academic research.

Part 1: Questions, related to hypothesis testing:

No Question Related Options to
- hypothesis/factor answer
1 | Our company has decided that we need to adopt a SaaS | H1/Positive 1 — Strongly
solution we are currently using because we have previous disagree
successfully used the same software solution previously | experience 2 — Disagree
3 — Neutral
4 — Agree
5 — Strongly
agree
2 | Our company has decided that we need to adopt a SaaS | H1/Positive 1 — Strongly
solution we are currently using because we have previous disagree
successfully used the same SaasS solution previously experience 2 — Disagree
3 — Neutral
4 — Agree
5 — Strongly
agree
3 | Our company has decided that we need to adopt a SaaS | H1/Positive 1 — Strongly
solution we are currently using because we had an previous disagree
opportunity to test trial version of SaaS solution and experience 2 — Disagree
were overall satisfied with it 3 _ Neutral
4 — Agree
5 — Strongly
agree
4 | Our company has decided that we need to adopt a SaaS | H2/Features and | 1 — Strongly
solution we are currently using because it has a wide capabilities disagree
range of relevant functions 2 — Disagree
3 — Neutral
4 — Agree
5 — Strongly
agree
5 | Our company has decided that we need to adopt a SaaS | H2/Features and | 1 — Strongly
solution we are currently using because it can be capabilities disagree
adjusted (by scale, range of functions) in fast and 2 — Disagree
convenient manner 3 _ Neutral
4 — Agree
5 — Strongly
agree
6 | Our company has decided that we need to adopt a SaaS | H2/Features and | 1 — Strongly
solution we are currently using because it can be capabilities disagree
accessed via various devices (workstation, laptop, tablet, 2 — Disagree
smartphone) and is represented in different formats of 3 _ Neutral
applications (desktop, web, mobile) 4— Agree
5 — Strongly
agree
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7 | Our company has decided that we need to adopt a SaaS | H3/Reliability 1 — Strongly
solution we are currently using because it has disagree
sufficiently low number of data security incidents 2 — Disagree

3 — Neutral
4 — Agree

5 — Strongly
agree

8 | Our company has decided that we need to adopt a SaaS | H3/Reliability 1 — Strongly
solution we are currently using because it implies high disagree
level of data protection (authentication by password, 2 — Disagree
data encryption etc.), claimed by provider for the service 3 _ Neutral

4 — Agree
5 — Strongly
agree

9 | Our company has decided that we need to adopt a SaaS | H3/Reliability 1 - Strongly
solution we are currently using because it has disagree
sufficiently high level of accessibility (percentage of 2 — Disagree
time when it is fully accessible, except planned 3 _ Neutral
maintenance), claimed by provider for the service 4- Agree

5 — Strongly
agree

10 | Our company has decided that we need to adopt a SaaS | H3/Reliability 1 - Strongly
solution we are currently using because provider disagree
guarantees sufficiently fast response for service requests 2 — Disagree
and resolution of incidents 3 _ Neutral

4 — Agree
5 — Strongly
agree

11 | Our company have refused to use SaaS solutions other H4/TCO 1 — Strongly
than we are currently using because cost of purchasing disagree
licenses for them was perceived as too high 2 — Disagree

3 — Neutral
4 — Agree

5 — Strongly
agree

12 | Our company have refused to use SaaS solutions other H4/TCO 1 — Strongly
than we are currently using because cost of deployment disagree
of them was perceived as too high 2 — Disagree

3 — Neutral
4 — Agree

5 — Strongly
agree

13 | Our company have refused to use SaaS solutions other H4/TCO 1 — Strongly
than we are currently using because cost of support of disagree
them was perceived as too high 2 — Disagree

3 — Neutral
4 — Agree

5 — Strongly
agree
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14

Our company has decided that we need to adopt a SaaS
solution we are currently using because we recognized
the potential to raise efficiency of its business processes

Business need

1 — Strongly
disagree

2 — Disagree
3 — Neutral
4 — Agree

5 — Strongly
agree

15

Our company has decided that we need to adopt a SaaS
solution we are currently using because we recognized
the potential to raise the level of our competitiveness

Business need

1 — Strongly
disagree

2 — Disagree
3 — Neutral
4 — Agree

5 — Strongly
agree

16

Our company has decided that we need to adopt a SaaS
solution we are currently using because we recognized
the potential to save costs with help of SaaS solution
adopted

Business need

1 - Strongly
disagree

2 — Disagree
3 — Neutral
4 — Agree

5 — Strongly
agree

Part 2: Questions, related to categorization of respondents

Question

Type

answer

Options to

17

How many employees do you have?

Closed

1-5

6-15
16-50
51-100
101-150
151-200
201-250

18

Which region is your business registered in?

Closed with
possibility to
specify other
option

Choice from
all federal
subjects of
Russia
Other

(specify)

19

What is your annual revenue (in millions of rubles)?

Closed with
possibility to
specify other
option

0-50

50-100
100-400
400-800
800-2000
Confidential

Other
(specify)

Do not know

20

What is the field of activity of your company?

Closed with
possibility to

Choice from

all sections of
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specify other Russian
option Classificatory
of Types of
Economic
Activity
Other
(specify)

21 | Which types of SaaS are you currently using? Possibility to Enterprise
choose from Resource
multiple options Planning

or to specify other | System
option Customer
relationship
management
system
Accounting
system
Supply chain
management
system
Content
management
system
Other

(specify)

Russian version

Onucanue onpoca

[NoxanyicTa, 03HAKOMBTECh CO CIICAYIONIeH HH(DOpMAIUEH IepeT HadaaoM POXOXKISCHHS OIpoca:
JaHHbBIN ompoc MpemHa3HAa4YeH IS UCCIEAOBAaHWS BIHSHHUS PA3IUYHBIX (DAaKTOPOB HA MPHHATHE
pelIeHus 0 BHEAPEHUN SaaS-penieHuii B pOCCUHCKUX KOMIIAHHUIX MaJIOTO U CpeTHEeTro Ou3Heca.
IlepBast gacTe ompoca colepKuT 16 BOIIPOCOB, KOTOPHIE CBA3aHEI C HCCIIEIOBAaHUEM O0COOEHHOCTEH
npuHsaTHs perneHuil. [loxanylicTa, BeIOMpaiiTe BapuaHTBl OTBETOB, KOTOpbIE HambOosee OIHM3KO
COOTBETCTBYIOT TOMY, KaK PEIlICHHsI O BHEAPEHUN SaaS-pereHnii MPUHUMAIOTCS B Ballleld KOMITaHUH.

Bropas 4acTe onpoca cBsi3aHa co c60poM HH(MOPMALMK O KOMIIAHHUAX MaJoOro ¥ CpeaHero OusHeca,
UCTIONB3YIOIINX SaaS-penieHus.

[NoxamyiicTa, oOpaTuTe BHUMaHUE Ha TO, YTO JaHHBIM ONpPOC IMpeAroiaraeT coop u o0paboTKy
NEPCOHANBHBIX JAHHBIX, OJHAKO HE HMMEET CBOCH MLeNbl0 COOp JaHHBIX, KOTOPBIE ITO3BOJISIOT
OJTHO3HAYHO HJICHTH(MUIMPOBATh KOMIIAaHUU-PECTOHACHTh. OTBeuasi Ha JaHHBIC OMNPOC, BB
ABTOMATHYECKH COTJIaCHBI €O cOOpoM M 00pabOTKOW JaHHBIX O Balled KOMIIAHWU COTJIACHO
3akoHOMaTeNnbCTBy P®. JlaHHBIE OyayT HCHONB30BAaThCS TOJBKO B MENSAX aKaJEMHYECKOTO
MCCJIC/IOBAHUSL.

Yacre 1: Uccnenoanue (hakTOpOB, BIUSIONIMX HA IPUHATHE PEIICHHUS O BHEIPESHUH SaaS

Ne Bonpoc I'mnotesa/®akrop Bapuants! oTBeTa

1 | Pemenue o BHeapenuu SaaS, koropoe ceituac | H1/ITonoxurensusiii | 1 — [lonaHoCThIO HE
UCTIONB3YETCs B KOMIIAHKUH, OBLIO MPUHATO HA | OMNBIT MPEIBIAYIIETO | COIJIACeH

OCHOBAHMH NPEIBIAYIIETO YCIEIIHOIO OIbITA | HCIOJIb30BAHU 2 - He cornacen
HCTIOJIb30BaHMsI TAKOTO € MPOTPaMMHOTO 3 _ He 3ma0
oOecrieueHus

4 — CornaceH
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5- TlonmHOCTBIO
corjaceq

Pemrenue o BHeapennn SaaS, koTopoe celiyac
UCIIONB3YEeTCs B KOMITAHUH, OBLIIO IPHHSTO HA

H1/ITonoxurenbublii

OTIBIT TIPEABIAYIIETO

1 — IlonmHOCTBIO HE
corjaceq

OCHOBAHUH MPEABIIYIIETO YCIEIIHOTO OIBITa | UCTIOIB30BAHUS 2 - He cornacen
HCTIONBb30BaHMA TAKOTO JKe SaasS penieHus 3 _ He 3ua10

4 — Cornacex

5- [TomHOCTBIO

coriaceH
Pemenue o Bueapennn SaaS, kotopoe cetivac | H1/IlonoxutensHelit | 1 — [lomHOCTBIO HE

HCIOJIB3YETCA B KOMIIaHHWU, OBLIIO IIPUHATO,

OTIBIT TIPEABIAYIIETO

corjiaccH

TaK Kak OblIa MPeJOCTaBIeHa BO3MOXKHOCTH | MCIIOIBb30BAHUS 2 - He cornacen
MPOTECTUPOBATh MPOOHYIO BEPCHIO M OMBIT 3 _ He 3nat0
TECTHPOBaHMsI OBbLT B IENOM OIICHEH Kak 4 _ Cornacen
YIIOBJIETBOPUTEIBHBIN 5. [oMHOCTLO

coriaceH
Pemenue o BHenpennn Saas, kotopoe ceityac | H2/Oyukuumu n 1 — INonHOCTEIO HE
UCTIONB3YETCs B KOMITAHUH, OBUIO MIPHUHSTO HA | BO3MOXKHOCTH coriaceH
OCHOBaHUH TOTO, YTO PEUICHUE COICPKUT B 2 - He cornacex
cebe 0OMbIIOe KOJUYECTBO PEIICBAHTHBIX 3 _ He 3Ha10
ymcuuid 4 — Cornacen

5- [TonHoCTBIO

coriaceH
Pemenue o BHenpenunn SaasS, kotopoe ceityac | H2/Oyukumu u 1 — INonHOCTEIO HE
UCTIONB3YETCs B KOMITAHUH, OBUTO MIPHUHSTO HA | BO3MOXKHOCTH coriaceH
OCHOBaHUH TOTO, YTO MAapaMeTPhl PEIICHUS 2 - He cornacex
(Macmitab, GyHKIHOHAT) MOTYT OBITH OBICTPO 3 _ He 3ua10
1 y100HO MEePEHACTPOCHBI 4 — Cornacen

5- [TonHoCTBIO

coriaceH
Pemenne o BHenpennn Saas, kotopoe ceityac | H2/Oyukiuu u 1 — IMonHOCTEIO HE
UCTIONB3YETCS B KOMIIAHUH, OBUIO MIPHUHSTO HA | BO3MOXKHOCTH coriaceH
OCHOBaHMHU TOTO, YTO CEPBHC JOCTYIEH C 2 - He coraceH
Pa3IMYHBIX TOJIb30BATENBCKAX YCTPOMCTB 3 _ He 3na10
(pabouunii KOMIBIOTEP, HOYTOYK, IUIAHIIET, 4 — Cornacen
cMapTdOH) W TPEACTaBICH B PAa3IHMYHBIX
(hopMaTax (IECKTOITHOE NPHUIIOKEHHE, BEO- 5- IlomHocThI0
MPWIOKEHUE, TPUIIOKEHNUE JUIT MOOHMIIBHBIX coriacex
YCTpPOMCTB)
Permenne o BHepenun Saas, kotopoe ceituac | H3/HanexuocTs 1 — IMoxHOCTEIO HE
WCTIONB3YETCsl B KOMIIAHWH, OBLIIO IPHHSTO HA corJiaceH
OCHOBaHUM OTCYTCTBHS WJIH JIOIYCTUMO 2 - He coracex
HU3KOTO KOJIN4eCTBa WHIIUJICHTOB, 3 _ He 3Ha10
CBSI3aHHBIX c UHPOPMAITUOHHON 4 _ Coracen
0€30I1acHOCTBIO, 3asBJICHHOIO MPOBANHAECPOM
71 cepBHca 5- [loxHOCTBIO

corJiacex
Pemenne o BHenpennn SaaS, koropoe ceituac | H3/Hanexnocts 1 — IlonHOCTEIO HE

WCTIONIB3YETCsl B KOMIIAHUH, OBLIIO IPUHSTO HA
OCHOBAHMM  BBICOKOI'O  YPOBHS  3aIllUTBI
JAHHBIX (ayTeHTUUKAIMS 10 MapoJiio,

corjaceq
2 - He cornacen
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H.IPI(l)pOBaHI/Ie )_'[aHHI:IX), 3asBJICHHOI'O

MpOBaiiIepoM JJIsl CEPBUCA

3 — He 3Haro
4 — Cornacen
5- TlonHOCTBIO

coriaceH
9 | Pemenue o BHeApeHun SaasS, kotopoe ceiivac | H3/HanexHocts 1 — [TonHOCTHIO HE
HCTIONB3YETCsl B KOMIIAHNH, OBLIIO IPHHSATO HA corJiaceH
OCHOBaHUU PUEMIIEMOTO YPOBHS 2 - He cornacen
JNOCTYIHOCTH (ONIT BpEeMEHH, B TEUYCHHE 3 _ He 3nat0
KOTOPOTO CEPBHC TMOJIHOCTHIO AOCTYIICH, 3a
p P AOCTYIICH, 4 — Cornacex
HCKITIOYCHHEM TJTAHOBBIX pabor), 511
3asIBJICHHOTO TIPOBAIEpOM JIJIs cepBUCa - H{OTHOCTRIO
coriaceH
10 | Pemenue o BHeApeHun SaaS, koropoe ceituac | H3/Hanexunocts 1 — IlonHOCTEIO HE
WCTIONB3YETCsl B KOMIIAHUH, OBLIIO IPHHSATO HA corJiaceH
OCHOBaHHUY IIPHEMIIEMOTO OTBETA Ha 3asBKU U 2 - He cornacen
paspelieHus  MHOUICHTOB,  3asBICHHOTO 3 _ He 3Hat0
IpoBaiiepoM
p A1ep 4 — Cornacen
5- [TomHOCTBIO
coriaceH
11 | Pemenne 06 otkase ot BHeapenus | H4/CrommocTh 1 — [lomHOCTHIO HE
QIBTEPHATUBHBIX SaaS pemeHudd OBUIO | BIaJEHUS coriaceH
NPUHATO HA OCHOBAHHWH TOTO, YTO CTOUMOCTD 2 - He cornacex
npuoOpeTeHus JINICH3UN Al HEX ObL1a 3 _ He 3na10
MOCYHUTAHA CITHIIKOM BBICOKOM
4 — Cornacen
5- [TomHOCTBIO
coriaceH
12 | Pemienne 06 otkase ot BHeapenus | H4/Crommocth 1 — [lomHOCTEIO HE
QIBTEPHATUBHBIX SaaS pemeHudd OBUIO | BIaJEHUS coriaceH
NPUHATO HA OCHOBAHWH TOTO, YTO CTOUMOCTh 2 - He cornacex
pa3BepTHIBaHUS M HACTPONKH pelICHHH Oblia 3 _ He 3Ha10
MOCYUTAaHA CIUIIKOM BBICOKOM
4 — Cormnacen
5- ITonHOCTBIO
coriaceH
13 | Pemienne 06 otkase ot  BHeapenus | H4/CrommocTh 1 — ITomHOCTBIO HE
QIbTEPHATHBHBIX SaaS pemeHudd OBUIO | BIAJCHUS coriaceH
NPUHATO HA OCHOBAaHWH TOTO, YTO CTOUMOCTh 2 - He coraceH
TOZICPKKH Obula TOCYHMTaHa CIUIIKOM 3 _ He 3na10
BBICOKOM
4 — Cormnacen
5- [loxHOCTBIO
coriaceH
14 | Pemenue o BHenpernu SaasS, kotopoe ceituac | Heooxoaumocts mis | 1 — [lomHOCTEIO HE
WCTIONB3YeTCsl B KOMIIAHNH, ObLIIO MPUHSATO HA | OM3Heca corJiaceH
OCHOBaHMM TOTCHIHMANa JUIsl ITOBBIMICHUS 2 - He coracex
3¢ (HeKTUBHOCTH OM3HEC-TTPOIIECCOB 3 _ He 31210
4 — Cormnacen
5- [loxHOCTBIO
corJiacex
15 | Pemenue o BHeapenuu SaaS, koropoe ceituac | Heooxonumocts st | 1 — [onHOoCThIO He

HCIIOJIB3YETCA B KOMIIAHWH, OBLIO IIPUHATO HA

onsHeca

corjaceq
2 - He cornacen
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OCHOBAaHWM TOTCHIMATA JUIsl TTOBBIIICHUS
YPOBHS KOHKYPEHTOCTIOCOOHOCTH

3 — He 3Haro
4 — Cornacen
5- TlonHOCTBIO

coriaceH
17 | Pemenue o BHenpenuu SaasS, kotopoe ceiiuac | Heooxoaumocts is | 1 — [TomHOCTEIO HE
WCIIOJIB3YETCS B KOMIIAHHUH, OBLJIO PUHSTO HA | OM3HEca coriaceH
OCHOBaHWH TIOTEHIMANa JI COKpAaIleHHUs 2 - He cornacen
M3ACPHKEK 3 — He 3na10
4 — Cornacen
5- [ToaHOCTBIO
coriaceH
Yacts 2: COOp NaHHBIX O PECTIOHACHTAX
Bomnpoc Tun Bonpoca BapuaHnTbl 0oTBETOB
18 | Ckonbko cOTpYAHHUKOB paboTaeT B Baliei 3aKpbITHIN 1-5
opraHu3anuu? 6-15
16-50
51-100
101-150
151-200
201-250
19 | B xakom cyObekTe PD 3apeructpupoBaHa Baia | 3aKpbITHIH C Cy0ObekThl PD
opraHuzanus? BO3MOKHOCTBIO Jlpyroii BapuaHT
ykasaTb (HE0OXO0IMMO
COOCTBEHHBIN yKa3aTh)
BapHaHT OTBETa
20 | KakoBa rojioBasi BeIpyuKa Baiieii KoMmanuu (B | 3aKpBITHIHA ¢ 0-50
MUJUTHOHAX pyOIeit)? BO3MO>KHOCTBIO 50-100
yKkasaTb 100-400
COOCTBCHHBIN 400-800
BapHaHT OTBETa
800-2000
KoupuaenuuaibHast
nH(popMaIus
HewuspectHo
Hpyroii BapuaHt
(HE00X0TMMO
yKazatb)
21 | KakoBa ocHOBHAas 3KOHOMHUYECKAS 3aKphITHIi C Paznen OKBOJ]
JIESATEIHLHOCTD Ballel KOMITAaHUHU? BO3MOKHOCTBIO (O6mmepoccuiickuit
yKa3atb Knaccudukarop
COOCTBEHHBIN Bunos
BapHaHT OTBETA OKOHOMHYECKOM
JesTensHOCTH)
Hpyroii BapuaHT
(HEOOXO0IMMO
yKa3arb)
22 | Kakue nporpaMMHbIC IIPOIYKTHI BBl B 3aKphITHIH C Cucrema
HACTOSAIIEE BPEMS HCIIOJIb3YETE B PaMKaX BO3MOXKHOCTBIO IJTAHUPOBAHUS

ycayru SaaS?

YKa3aTb HCCKOJIbKO
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BapHUAHTOB OTBETA
W YKa3aTh
COOCTBEHHBII
BapUaHT OTBETA

pecypcos
MPeATIPUATHSL
Cucrema ynpapieHUs
B3aMMOOTHOIICHUSMHA
C KJINEHTaMHU
Cucrema BeneHuUs
OyXranaTepcKoro

ydera
Cucrema ynpapieHUs
LENOYKaMH TTOCTaBOK

Cucrema ynpasineHUs
KOHTEHTOM

Hpyroii BapuaHT

(reobxommMo
yKazatp)
Appendix 3: Correlation matrix for factor analysis
Correlation matrix

HI H1I H1I H2 H2 H2 H3 H3 H3 H3 H4 H4 H4 BN BN BN

1 2 3 1 2 3 1 2 3 4 1 2 3 1 2 3
H1 1 o7 07 00 02 01 01 02 02 0,2 0_0 01 02 04 00 00
1 14 17 04 48 8 23 97 84 62 0’7 87 29 36 59 61
H1 0,7 1 06 02 04 04 02 04 04 04 02 03 04 05 03 0,3
2 14 91 38 92 41 97 62 07 14 5 89 24 16 51 55
H1 07 06 1 02 05 04 03 04 04 04 02 04 03 05 04 03
3 17 91 89 02 45 45 91 89 7 76 06 75 53 05 74
H2 00 0,2 0,2 1 o7 07 01 02 03 02 00 02 02 07 08 04
1 04 38 89 61 4 32 51 61 5 5, 55 84 78 18 89
H2 02 04 05 07 1 o7 03 04 05 05 02 04 04 07 0,7 05
2 48 92 02 61 24 74 69 27 23 71 49 34 35 76 24
H2 01 04 04 0,7 07 1 03 04 04 04 03 04 04 06 0,7 05
3 8 41 45 4 24 47 56 95 5 4 72 49 56 34 87
H3 01 02 03 01 03 03 1 o7 o7 08 01 03 03 02 02 02
1 23 97 45 32 74 47 74 52 38 81 57 81 27 27 27
H3 02 04 04 02 04 04 07 1 0,6 0,7 03 04 04 03 03 0,3
2 97 62 91 51 69 56 74 89 31 ' 43 69 76 61 84
H3 02 04 04 03 05 04 07 06 1 07 02 05 05 04 04 03
3 8 07 8 61 27 9 52 89 57 1 98 13 1 8 67 95
H3 02 04 04 02 05 04 08 0,7 07 1 02 04 04 04 03 0,3
4 62 14 7 5 23 5 38 31 57 61 44 49 21 85 3
H4 O-O 02 02 00 02 03 01 03 02 0,2 1 07 07 01 04 0,7
1 0’7 5 76 55 71 4 81 ' 98 61 44 | 16 3 37 73
H4 01 03 04 02 04 04 03 04 05 04 07 1 06 03 04 07
2 87 8 06 55 49 72 57 43 13 44 44 44 65 92 01
H4 02 04 03 02 04 04 03 04 05 04 0,7 06 1 04 05 0,7
3 29 24 75 84 34 49 81 69 1 49 16 44 1 04 15
BN 04 05 05 07 07 06 02 03 04 04 01 03 04 1 0,7 04
1 36 16 53 78 35 5 27 76 8 21 3 65 1 28 38
BN 00 03 04 08 07 07 02 03 04 03 04 04 05 07 1 0,5
2 59 51 05 18 76 34 27 61 67 8 37 92 04 28 74
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BN
3

0,0
61

03 03 04 05 05 02 03 03 03
55 74 89 24 87 27 8 95 3

0,7
73

0,7 07 04
01 15 38

0,5
74

1
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