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Figure 1. Convolutional neural network for image processing
B.	 Experiment
Experiment was conducted to figure out if an 

offered fee for a job is satisfactory enough for each 
applicant. We took 20 participants and interviewed 
them by Skype. The video series we received were 
analyzed by CNN real-time. As output, we get the 
percentage of “happy” and “disappointed” images. 
On this basis, we made a conclusion if an offer is 
suitable for each interviewee.

Results and discussion
When we offer the fee, lower than in resembling 

vacancy on market CNN discovers prevailing per-
centage of “disappointed” images. It shows us that 
the applicant found job offer unsatisfying. In the 
opposite situation, when we offer fee a little bigger 
than on market, the interviewed find the suggestion 
attractive for considering.

Using emotion facial recognition during job in-
terview is potentially extremely effective and can 
be used to improve communications between com-
pany manager and applicant. We can see what emo-
tions a person experiences and analyze its answers 
in different way. CNN is a competent method of 
processing image data.
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Experimental studies conducted by linguists, 
psychologists and other researchers identified a 
large list of word properties that play a role for 
speech production and comprehension. They in-
clude lemma and form frequency, word length, the 
number of syllables, stress pattern, frequency of let-
ters and syllables the word consists of, whether the 
word has homonyms, homographs or orthograph-
ical neighbors, whether it has multiple senses etc. 
Of course, various grammatical characteristics (part 
of speech, inflectional paradigm etc.) are also im-
portant.

Taking these properties into account in new 
studies became an important problem. For several 
languages, databases with search tools were de-
signed to solve this problem. Among them are the 
English lexicon project (http://elexicon.wustl.edu) 
(Balota et al. 2007); DlexDB for German (http://
www.dlexdb.de) (Heister et al. 2011); the CELEX 
Lexical Database for Dutch, English and German 
(http://wwwlands2.let.kun.nl/members/software/
celex.html); N-Watch (Davis 2005) and MRC data-
bases (Colheart 1981) for English; Lexique (http://
www.lexique.org) (New et al. 2004) for French; 
BuscaPalabras (Davis, Perea 2005) for Spanish and 
E-Hitz (Perea et al. 2006) for Basque.

As for Russian, some required characteristics 
are not represented in electronic dictionaries and 
databases at all, while the others are scattered across 
frequency lists, grammatical or explanatory dictio-
naries or others resources that usually do not have 
a user-friendly interface for filtering words. In this 
paper, we present StimulStat, the first searchable 
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database for Russian that includes more than 50000 
most frequent Russian words (> 1 900 000 word 
forms) characterized according to more than 50 
properties that were demonstrated to play a role in 
linguistic and psychological research. The database 
can be used for stimulus selection in experimental 
studies of Russian and provides a lot of informa-
tion that may be relevant in other linguistic domains 
because one can easily calculate how words with 
many combinations of different characteristics are 
distributed, which patterns are widespread and 
which are infrequent.

The database represents such parametres as lem-
ma-based and word form-based statistics (length 
in letters, length in syllables, frequency etc), pho-
nological information (stress position, stress pat-
tern — ​CVCCV for the word кошка ‘cat’ — ​etc.), 
morphological information for each part of speech 
(including Zalyznyak index), semantic informa-
tion (number of meanings) and information about 
different types of orthographical neighbors of the 
word — ​visually similar words like сок ‘juice’ vs. 
ток ‘current’ (substitution neighbors), бук ‘beech’ 
vs. куб ‘cube’ (transposition neighbors), карат 
‘carat’ — ​кара ‘penalty’ (addition/deletion neigh-
bors), абориген ‘local native’ vs. бор ‘pine forest’ 
(part/whole neighbors) etc. (Andrews 1997). We 
also counted the uniqueness point (OUP) or the let-
ter position in the word where that word is differen-
tiated from other words. Recent research found that 
naming and lexical decision times for words with 
an early orthographic uniqueness point (OUP) were 
faster than for words with a late OUP (Kwantes 
& Mewhort 1999a, Lindell, Nicholls, & Castles 
2003). We found out that the mean lemma-based 
length in Russian corrected by the frequency is 5 
and the mean frequency is 18,5 ipm.

The main linguistic sources of our database 
are the Russian word frequency dictionary (Lya-
shevskaya, Sharov 2009), the digital versions of 
the Grammatical dictionary of the Russian Lan-
guage by A. A. Zaliznyak (Zaliznyak 1977) and 
the Explanatory dictionary of the Modern Russian 
Language by T. V. Efremova (Efremova 2000), the 
morphological parser pymorphy2 (https://pymor-
phy2.readthedocs.org/en/latest/) which is based 
on the OpenCorpora dictionary (opencorpora.org) 
(Bocharov et als. 2013).

These parametres are to be taken into account 
in a number of psycholinguistics experiments in-
vestigating word recognition (using such methods 
as lexical decision task, naming task, perceptual 
identification task, semantic categorization task) 
and reading processes and can be checked with the 
help of our database which has already been used in 
(Frolova 2014).

The database is available at http://stimul.cogni-
tivestudies.ru
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