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[bookmark: _Toc168151514]ABSTRACT
A few words about the authors. Sun Yufan is a second-year student in the MiBA program at SPbU GSOM with an engineering background. Her research includes predictive models using Machine Learning (ML) algorithms. Yang Yueying is also a second-year student in the MiBA program at SPbU GSOM with a background in linguistics, interested in applying machine learning algorithms to analyze complex datasets.
A few words about the scientific advisor: Dr Elvira Strakhovich has made significant contributions to the fields of IT and Project Management in education through her extensive research and publications. Her work spans various aspects of IT applications in educational settings, including visual-analytical thinking, design thinking methods, business models evolution, and blended learning experiences. Her research is recognized for its innovative approach to integrating IT into business education, emphasizing the development of IT competencies among students and the application of smart education techniques.
Online education is the development trend of future education, and covid-19 has accelerated this development trend. GSOM has used the Jupyter Hub platform for programming teaching in the past few years. The purpose of this article is to optimize the education platform and improve user satisfaction. To this end, this paper adopts three approaches. First, make a platform comparison and determine that Jupyter Hub is the best choice for GSOM, but a more ideal state is to add Goole Colab to supplement it. Second, user failures often coincide with peak usage periods, revealing potential bottlenecks during periods of high demand. In this regard, the recommendation of this study is to improve operational capabilities and course scheduling. Finally, a questionnaire survey was conducted to understand students’ opinions. They generally appreciated the usability of the system and wanted to see improvements in loading speeds.
Keywords: platform comparison, platform optimization, jupyterhub notebook, IT platform, educational platform
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[bookmark: _Toc168151516]INTRODUCTION
[bookmark: _Toc136526261][bookmark: _Toc136543704][bookmark: _Toc168151517]Problem Statement
As technology advances and internet infrastructure becomes increasingly globalized, cloud-based programming platforms are gaining immense popularity in today's world. Offering a flexible and efficient approach to software development and collaboration, these platforms are particularly suited for distributed teams and remote work environments. They provide real-time access to computing resources and tools, enabling developers to work from anywhere, thus significantly enhancing efficiency and convenience. Additionally, with their scalability and cost-effectiveness, these platforms cater to a wide range of project sizes, benefiting both small startups and large enterprises alike. As concerns over data security and privacy grow, these platforms also offer advanced security measures to protect development projects. In summary, cloud-based programming platforms are emerging as a significant trend in the software development field, heralding the future direction of programming and software development. This paradigm shift aligns perfectly with the increasing demand for more collaborative, accessible, and resource-efficient development environments in the tech industry.
[bookmark: _Toc136543705]JupyterHub is a powerful platform that provides Jupyter notebook servers to multiple users. It allows users to launch, access and share Jupyter notebook environments on a single, centralized server, whether on a local network or in the cloud. This platform is particularly suitable for education and research environments because it supports collaboration and learning in data science and computer science, providing a convenient and consistent work environment that allows users to easily write and execute code, as well as view and share results.Theoretical and practical significance. 
First, JupyterHub's multi-user support and resource allocation capabilities allow administrators to efficiently manage the computing needs of different users and groups, ensuring fair use of resources. With the easy accessibility of the web interface, users can access their work environment from any location via a browser without complex setup, greatly lowering the barrier to learning and use while facilitating project collaboration and sharing.
Its flexible authentication options, including support for social media logins and LDAP, provide multiple levels of security while offering users a convenient way to log in. Combined with containerization technology, JupyterHub is able to create independent and consistent work environments for each user, which not only ensures reproducible computing environments, but also avoids problems caused by inconsistent environments, which is especially important for teaching and research work.
Finally, JupyterHub's scalability means that it can easily adapt to the needs of different sizes, from a single lab to an entire research organization. Whether deployed on a local server or scaled to a cloud-based service, JupyterHub provides a stable and efficient service that meets growing user and computing demands.
Cloud platforms in teaching has brought revolutionary changes to students' learning. They not only improve the accessibility and scalability of educational resources, but also provide new possibilities for personalized learning and collaborative learning. sex. By utilizing a standardized cloud platform, rich learning resources can be easily provided to students, promoting innovation in teaching methods, and improving learning outcomes.
A standardized cloud platform can store a large amount of teaching materials, and students and teachers can access these resources through the Internet anytime and anywhere. This high degree of accessibility and sharing makes learning no longer restricted by time and location, greatly improving the efficiency of the utilization of educational resources.
In general, cloud platforms in teaching not only improves the efficiency and accessibility of educational resources, but also provides education with unprecedented flexibility and innovation potential. With the continuous advancement of cloud computing technology and the update of educational concepts, standardized cloud platforms will continue to play a key role in promoting educational equity, improving educational quality, and cultivating future talents.
Nowadays, GSOM uses Jupyter Hub to allow students to learn programming, practice using Python and various sub-languages, and configure various environments for students. This platform has a wide range of uses in teaching and is user-friendly. It is one of GSOM's best options for teaching programming, but we cannot say that it is completely perfect now, and it also has some flaws. 
First, there is the issue of the platform taking too long to start up. When a large number of students are working with it at the same time, in this case, attempting to load Jupyter Hub after selecting an environment tends to make students wait for a long time, sometimes more than 10 minutes. If this happens in the class, when the teacher's teaching needs to use Jupyter Hub, and at the same time the students need to use the platform to follow the teacher's teaching operations, a large number of users logging in at the same time, the excessive waiting time will reduce the efficiency, and may cause problems such as delaying the class and reducing the students' learning experience. 
Secondly, in use, there are also problems with Kernel startup failures and frequent disconnections, which can lead to unfavorable consequences where unsaved code and results may be lost. This may mean re-execution of code for ongoing analysis, resulting in a loss of time. Frequent Kernel issues may affect user confidence in the JupyterHub environment, and for environments where JupyterHub is used for teaching, Kernel issues may disrupt the teaching process and affect student learning.
In addition to these two points, little is known about the activities of GSOM users on this platform. We believe that understanding this is crucial to better understand the needs of users, which will help us choose the most suitable platform for our users. is essential. Therefore, under the current circumstances, we cannot yet conclude that the current Jupyter platform is the most suitable platform for GSOM.
This research aims to optimize the educational IT platform and improve user experience, so the first question arising from this is who are the main users of the platform and what activities they perform on the platform. In addition, whether Jupyter is the most suitable IT education platform for GSOM, and whether other platforms can provide better experience. Secondly, how to optimize the platform to reduce costs and improve user experience. In our research we will conduct in-depth research and analysis of these issues and draw conclusions.
[bookmark: _Toc168151518]Theoretical and practical significance
This research aims to provide a theoretical exploration of best practices in educational technology platforms, which can contribute to the broader academic discussion about digital education methods. Competitive analysis theoretically studies market dynamics and selects the most suitable platform.
The practical implications of the paper proposal include specific suggestions for reducing platform operating costs and improving efficiency, affecting the popularity and usability of the platform among students and teachers.
[bookmark: _Toc136543706][bookmark: _Toc168151519]Work division
[bookmark: _Toc136543707][bookmark: _Toc136526262]	The tasks have been divided nearly perfectly evenly between the two authors.
[bookmark: _Toc168151520]Article’s structure 
[image: ]
[bookmark: _Hlk168135298]Figure 1:Article's structure, created by the author
Figure 1 illustrates the structure of the article and the basic information in the structure.  

[image: ]
Figure 2: Research plan, created by the author
Figure 2 illustrates the research plan based on the research structure shown in Figure 1.
In the first chapter of the article we will collect relevant literature and analyze it, draw conclusions and point out the limitations of the research. The literature review provides context for our study and demonstrates the current state of the field. At the same time, the paper on the Jupyter platform comparison and the introduction of each platform and its advantages in education will be introduced in detail in the next chapter.


[bookmark: _Toc168151521]CHAPTER 1. LITERATURE REVIEW ON PLATFORM COMPARISON
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Figure 3: chapter1’s structure, created by the author
Figure 3 denotes the chapter1’s structure and the information required to follow this structure.
1.1 [bookmark: _Toc136526264][bookmark: _Toc136543709][bookmark: _Toc168151522]Goals and Structure of literature review
This literature review is based on a comprehensive comparison of the status quo of educational IT programming platforms in the university cloud. A cloud-based IT programming platform is a network of remote servers used to store, manage, and process data over the Internet to provide flexible, scalable computing resources and services that support a variety of applications. These applications include, but are not limited to, education, campus research, and campus management. Universities can optimize their resources and service delivery and save on the cost of purchasing and maintaining physical hardware. Advances in technology and research around the world have led to an increase in the use and development of cloud computing platforms. It is a difficult task for universities and institutions to choose the right and best cloud service platform from many similar platforms in the industry. Therefore, the choice should not only consider performance, but also cost, security, and continuity of existing IT conditions. Therefore, it is important to develop an informed selection framework and usage strategy to ensure that the cloud platform you choose meets your education and research needs, improves operational efficiency, and fosters innovation.
The first literature section explains search queries to ensure transparency, consistency and reproducibility of research methods. 
The second section of the literature will focus on IT platform competitors in the education sector. It will allow the discovery and evaluation of current online computing platforms in the education technology market that compete with each other to meet the needs of institutions and students. A systematic comparison of the major competitors in the education market is conducted to assess the unique advantages and operational performance of each platform, as well as the consequences of using them in the teaching process. 
[bookmark: _Toc136526265][bookmark: _Toc136543710] In addition, in the third section, we will explore platform optimization strategies that GSOM can apply. The purpose of this part is to select the platform improvement through case studies, suggestions, and research layout review. Improvements in technology, user experience, cost savings or security. 
Finally, The fourth section will complete the chapter, which will summarize the main findings and limitations of the findings.
[bookmark: _Toc168151523]1.2 Search methodology
Identify relevant literature is the main method in Semantic Scholar[footnoteRef:1] and Google Scholar[footnoteRef:2] perform an accurate keyword search on.  Ensure access to a wide range of academic literature and resources. Keywords include "cloud computing", "education platform", "platform comparison" and so on. In this way, it helps us find the most relevant and up-to-date research on our topic. The goal is to gather information in a way that broadens the scope, doesn't miss important research, and focuses on the core content of our research. Using this purposeful search method, we can identify research that is directly relevant to our assessment of the current state of cloud computing in education, how to leverage these technologies and optimize their use, and understanding the current competitive landscape of the market. [1:  https://www.semanticscholar.org/]  [2:  https://scholar.google.com/] 

Semantic Scholar is a complex, free research platform tailored specifically for exploring and evaluating academic and scientific literature. Created by the Allen Institute for Artificial Intelligence, it uses machine learning and natural language processing to sift through academic publications. The tool is designed to help scholars effectively locate relevant research, grasp the significance of its literature, and identify key patterns and developments within their field of expertise. Semantic Scholar's search engine does not only rely on keyword matching, but can also find relevant papers based on the context, concept or topic of the query, thus improving the accuracy and relevance of the search. It also provides an abstract and summary of key points for each paper, so that researchers can quickly understand the content of the paper and determine whether it is relevant to their research without having to read the full text. Showing how the paper has been cited by other research, including the specific context of the citation, can help understand the impact and application of the paper within its field. It also provides citation graphs and trend analysis, which can help users intuitively understand the trajectory of the research field and the network of key papers. What is particularly good is that it can recommend similar papers based on content and citation patterns, helping researchers find more relevant studies, thus greatly improving their work efficiency. Through this, we also found some thesis programming platforms that contain data and information related to the cloud, which may not appear through specific keywords.
Google Scholar is a widely used, free academic search engine that provides users with a seamless way to search academic material across a variety of disciplines and formats, including articles, books, conference papers, and journals. It is designed to provide a convenient way for researchers, students, educators, and anyone interested in academic research to search academic information comprehensively. Google Scholar's intuitive interface enables users to effectively find relevant academic content, assess the impact of publications, and monitor how research is being disseminated in the academic world. It facilitates the discovery of new research through references and cited works, enabling users to delve into the depth and breadth of a particular academic topic, thereby enriching their understanding of the field of study. 
It is also worth mentioning that the "Library" fuction by Semantic Scholar and the “My Library” function provided by Google Scholar allow users to save search results and organize the collected academic resources, which greatly simplifies the research process and greatly saves time.
After collecting the papers, the next step will be to carefully examine and analyze the literature to gather the parts that will benefit the research. Start with a quick review of abstracts and conclusions to identify the papers that are most relevant and worth reading in detail. Then proceed to a thorough reading and analysis of the selected article, with special emphasis on its methodology, findings, and discussion. It is important to critically evaluate the integrity of each study, including the robustness of its methodology, the reliability of its data, and the credibility of its conclusions. It is also important to reflect on any limitations and potential biases of the research, a step that is important to establish a solid and comprehensive academic foundation for the research.
[bookmark: _Toc136526266][bookmark: _Toc136543711]The main paper collection method adopted in this literature review has successfully identified and collected a large number of relevant excellent papers. These papers will provide a solid foundation for literature reviews, improve the accuracy of research, and provide valuable insights into the comparison and optimization of educational platforms.
[bookmark: _Toc168151524]1.3 Platform comparison
[bookmark: _Toc136526267][bookmark: _Toc168151525]1.3.1 Platforms and criterion definition
In their study, Saraswat and Tripathi conducted an in-depth analysis of the major cloud service providers, AWS, Azure, and GCP, focusing on their characteristics in terms of compute, storage management, and performance. By evaluating the benefits and offerings of these platforms, they aim to provide guidance to organizations and individuals to help them choose the service provider that best meets their long-term needs. The purpose of this comparison is to simplify the process of making decisions about different features and services in the complex cloud computing market (Saraswat & Tripathi, 2020).
Asim Roy & al. explored whether certain platforms demonstrated superior predictive performance on different datasets using UCI libraries, Kaggle competitions, and gene expression challenges, as assessed by accuracy, AUC values, and F scores. In response to the automation trend in machine learning, the authors propose a new method to evaluate the performance of algorithm integration on these platforms, in which selecting the algorithm with the best performance is critical. 
The study found that no one platform consistently outperformed the others across all data sets and performance metrics, a finding that highlights the subtle strengths and weaknesses of each platform. This study helps practitioners choose the most appropriate platform for a particular task, highlighting the importance of platform selection in practice (Roy & al., 2019).
In his article, Jeffrey M. Perkel highlights the growing use of Jupyter Notebooks for scientific research, especially the upcoming installation of the Large Synoptic Survey Telescope (LSST) in Chile. Jupyter's rapid growth is due to its support for multiple programming languages and its ability to integrate code, text, and multimedia into a single document. This has made Jupyter a popular tool in the data science field, enabling researchers to document their computational methods and share findings more efficiently. In the article, the authors also outline the problems Jupyter Notebooks may encounter, such as unexpected behavior due to non-sequential execution of units, and poor coding practices that are encouraged. To mitigate these problems, it recommends practices such as modularizing code to improve reusability, explicit variable declarations, and kernel restarts to ensure consistent top-down execution. Tools like Verdant, by tracking changes in notebook execution, can further enhance responsible use by maintaining a detailed operational history, promoting better organization and repeatability in computing research.
The authors also highlight Jupyter Notebook's role in data science, attributing its success to community support, advancements in networking software, and the flexibility to remotely access and process large data sets through cloud infrastructure. Jupyter Notebook supports several programming languages, including Python, Julia, and R, and the platform can run code on powerful remote servers or in the cloud, eliminating the need for a lot of local computing resources. Google's Collaborative LABS program is considered a cloud-based variant that allows collaborative work and access to Google's computing resources.
Also described is JupyterLab, a higher-level Web interface for Jupyter notebooks that provides an enhanced user experience with features such as drag and drop, file browsing, and the command console in a single Web browser interface. It points to the development of JupyterHub and Binder, tools that further facilitate mass user access to Jupyter Notebooks and ensure repeatability of calculations by making code easier to access and execute in Web browsers (Perkel, 2018).
When considering how to optimize GSOM's education IT environment, the following are available technology tools and platforms that could reasonably be considered competitors:
1. [bookmark: _Hlk130907485]Google Colaboratory: Provides a free Jupyter notebook environment with support for multiple programming languages. Allows direct access to Google Drive storage and the Colab Pro version offers higher compute resources. Ideal for data analytics, machine learning projects, and educational purposes, especially for compute-intensive tasks that require GPU or TPU resources.
2. Kaggle: A well-known data science platform that provides a large number of public data sets, machine learning competitions, and a free Jupyter notebook environment (Kaggle Kernels). Suitable for data scientists and researchers to participate in competitions, share datasets, and perform data exploration and modeling work. The Kaggle community is very active and very helpful for learning and improving data science skills.
3. Microsoft Azure Notebooks: Provides a cloud-based Jupyter notebook environment that integrates Azure cloud computing resources.
4. Binder: Allows users to create Jupyter notebooks with shareable environments without the need for installation and configuration. Easy to teach and share. Support GitHub direct connection, easy collaboration.
In conducting this comparative analysis, we aim to compare four educational information technology platforms in depth, based on the literature mentioned earlier: Google Colab, Kaggle, Microsoft Azure Notebooks, and Binder. By carefully evaluating their performance and functionality across multiple key dimensions, we aim to provide GSOM with a solid basis for decision making to optimize its educational technology environment. Specifically, we will look at the breadth of features and toolsets, the intuitive and ease-of-use of the user interface, the adequacy of resource allocation and the stability of platform performance, the ease of collaboration and project sharing, the soundness of the cost-benefit ratio and pricing model, the ease of security and data management, the scalability and customization options of the platform, and the effectiveness of the platform. As well as the quality and vitality of the educational resources and community support provided. This comprehensive analysis includes not only the core technologies and capabilities offered by the platform, but also focuses on the user experience, collaboration capabilities, and community ecology, which are equally important to the educational environment. Through an in-depth comparison of these platforms, we hope to reveal their respective unique strengths and possible weaknesses in facilitating knowledge sharing, supporting innovative teaching methods, and improving the quality and efficiency of education. In addition, given the economic constraints and resource allocation needs faced by educational institutions, cost and pricing models will serve as important aspects of the evaluation to ensure that the recommended platform is not only technologically advanced and easy to use, but also affordable and cost-effective.
In summary, this section of the literature review identifies four important educational IT platforms as competitors: Google Colaboratory, Kaggle, Microsoft Azure Notebooks, and Binder, and identifies aspects of a comparative analysis with the goal of enhancing and optimizing the GSOM MiBA initiative in digital education environments, with special emphasis on the JupyterHub platform. In the next, we will analyze and compare the aspects mentioned in this section one by one on each platform.
[bookmark: _Toc168151526]1.3.2 Platforms Comparison in Literature
[bookmark: _Hlk133156898]1.3.2.1 Jupyter
Jeremiah W. Johnson's paper explores the case for integrating Jupyter notebooks in education, highlighting its advantages in teaching information technology and computer science, while also pointing out its criticisms, such as unexpected behavior and security concerns. Drawing on literature and personal teaching experience, Johnson discusses the educational advantages and disadvantages of the tool and ultimately comes up with a set of best practices for using Jupyter notebooks effectively in the classroom. This contribution is essential for educators who wish to tackle challenges in an academic setting and take advantage of the benefits of Jupyter notebooks.
Johnson detailed the technical and instructional challenges faced by educators when incorporating Jupyter notebooks into the curriculum. Technical issues include the complexity of local installations, students' unfamiliarity with the client-server model, hidden state management, limited debugging capabilities, potential security issues, and lack of integration with common learning management software systems. From a pedagogical perspective, the paper highlights the benefits of Jupyter notebooks in enriching interactive handouts, providing templates for homework assignments and projects, and facilitating a flipped classroom approach. However, it also warns that poor software engineering practices may be encouraged due to the structure of the notebook.
To address these concerns, Johnson proposes a set of best practices for using Jupyter notebooks in the classroom. These include a clear introduction and review of the client-server model, encouraging linear work through the notebook, frequent use of kernel reboots to manage state, enforcing software engineering best practices, requiring commits in a static format to mitigate security risks, careful use of notebook 'magic' commands, and more. Require thorough documentation and explanation in student submitted assignments, as well as the integration of exercises into handouts to stimulate active student participation (Johnson, 2020).
Zhou, Liu, and Lin's research addresses challenges in Python programming education by integrating container and Jupyter technologies to create an interactive teaching platform. This method improves the utilization of teaching equipment, enhances students' practical skills, and promotes the development of logical thinking ability. The study highlights the significance of combining these technologies to have a significant impact on computer science educational outcomes.
The authors propose a teaching platform design that integrates Docker and Jupyter Notebook to provide an interactive programming course experience. The platform is designed to improve resource utilization, facilitate real-time code execution, and support dynamic allocation and management of teaching environments.
The implementation process includes collecting teaching resources, configuring Docker containers with Jupyter Notebooks, and creating images for different courses. Students can access their environment through a Web interface for interactive learning.
The platform was tested by conducting a comparative study between finance and financial management courses, the former using the new platform and the latter using traditional teaching methods. The results showed improved performance in finance courses using the interactive platform, highlighting the potential of the platform to improve learning outcomes.
In the article, the authors conclude that this teaching platform greatly benefits Python programming education, providing an efficient, interactive learning environment. The combination of Docker and Jupyter Notebook addresses several challenges that exist in programming education, such as the complexity of environment Settings and the need for scalable resources (Zhou & al., 2020).
Eric Van Dusen explores the expansion of cloud-based Jupyterhubs' role in teaching data science from introductory to advanced levels. These platforms eliminate the need for on-premises software installations and enable students to use industry-standard tools within the browser. The discussion also expanded to allocate such resources to more resource-constrained educational Settings, exploring the potential to broaden access to data science education (Dusen, 2020).
Paksi and Csoka's paper evaluates JupyterHub's role as a teaching platform in higher education, focusing on its integration and benefits in programming-oriented courses. They explore JupyterHub's ability to provide a unified computing environment and its support for languages such as C, Python, Octave, and MATLAB. In addition, they examined students' note-taking habits and attitudes toward this solution, documented the installation process and institutional system integration of LDAP authentication, and highlighted the benefits and challenges of implementing JupyterHub in an academic setting (Paksi & Csoka, 2022).
Urcelay-Olabarria & al. proposed that the introduction of Jupyter Notebook not only changed the way of collecting and processing experimental data, but also enhanced students' learning experience through real-time feedback and graphical representation.
The article points out that Jupyter Notebook, as an electronic notebook, can be used in the laboratory to integrate theory, data collection, data visualization, data processing (including calculation, recalculation and representation) and result display. This integration provides a platform for students to explore various scientific concepts in an interactive environment, deepening their understanding of these concepts through simulated experiments and variations.
In addition, the use of Jupyter Notebook optimizes laboratory work and makes laboratory activities more focused on data collection and its variants. Students can operate independently and record problems encountered and their solutions, which not only improves their ability to process experimental data, but also improves team collaboration and problem-solving abilities.
Through automated data inspection and executable calculations, Jupyter Notebook improves time efficiency and data processing reliability. Students can repeat experiments with different input data and reliably compare results to make more precise scientific decisions.
Overall, the implementation of Jupyter Notebook not only provides students with a powerful scientific research tool, but also greatly enriches the educational environment through its high degree of configurability and interactivity, allowing students to learn and explore scientific problems more effectively (Urcelay-Olabarria & al., 2017).
Cardoso & al. highlight the transformative potential of integrating digital tools such as Jupyter Notebooks into educational frameworks, particularly in engineering disciplines. They describe the benefits of Jupyter Notebooks in enhancing the teaching and learning experience. They argue that the platform's ability to integrate executable code, text, and multimedia into a single document accessible through a web browser makes it a valuable asset for facilitating innovative teaching and learning approaches.It provides a versatile environment for collaborative work, which is essential for engineering courses that typically require teamwork and teacher-student interaction.
In particular, the authors highlight the use of Jupyter Notebooks in information engineering courses at the University of Coimbra in Portugal. The course is designed to equip students with the skills needed to understand and analyze dynamic phenomena and processes using computational tools. Through practical exercises provided by Jupyter Notebook and interaction with remote laboratories, students are encouraged to study the material in depth and improve their analytical and experimental skills.
In addition, the authors provide practical examples of solving exercises and interacting with remote laboratories using Jupyter Notebooks. This integration not only enhances the learning experience by providing real-world data and interactive content, but also demonstrates the platform's ability to support innovative educational practices across a variety of engineering disciplines.
All in all, as discussed, Jupyter Notebook's integration with engineering education underscores the platform's role in promoting interactive, flexible, and collaborative learning environments.By providing easy access to remote laboratories, as well as allowing for the complete recording and sharing of teaching materials, Jupyter Notebook is a powerful tool for developing innovative teaching methods that ultimately help enhance the teaching and learning process in engineering courses (Cardoso & al., 2019).
1.3.2.2 Google Colab
William Vallejo and others study provides a compelling example, shows the technology how to improve teaching achievements in science and education.This work was conducted in the context of limited educational resources and Internet access, especially in developing countries, highlighting the importance of easy-to-use interactive learning tools.
The author uses the Google Colab notebook to promote the teaching of thermodynamics in physical chemistry courses. This approach is designed to introduce students to programming concepts in the context of chemistry, improve their problem-solving skills and make complex theoretical concepts more concrete. Of particular note, the Colab notebook is accessible via a web browser without the need for additional software and represents an inclusive approach to education that ensures that students from diverse backgrounds, including those without programming experience or personal computing resources, are fully engaged in the learning process.
The Colab notebook covers a wide range of topics from basic programming skills to specific thermodynamic topics such as equations of state and the first law of thermodynamics. This breadth of content, combined with exercises and solutions, provides a comprehensive learning experience. In addition, integrating virtual lab simulations into notebooks can enhance understanding by allowing students to actively explore concepts rather than passively absorb information.
The positive results of this study highlight the potential of digital tools to transform education, making it more accessible, interactive and effective. By integrating coding into the chemistry curriculum, the authors not only address the immediate challenges posed by the epidemic, but also provide students with valuable skills for the future. This approach reflects a broader trend in education to integrate digital literacy and computational thinking across disciplines.
Together, the authors' research provides a blueprint for educators seeking to use technology to improve learning outcomes, demonstrating the effectiveness of Google Colab and virtual simulations in teaching complex subjects such as thermodynamics. As the educational landscape continues to evolve, innovative approaches like this are essential to address the challenges and opportunities of the digital age (Vallejo & al., 2022).
Mark J. Nelson and Amy K. Hoover explore how Google Colaboratory (Colab), a hosted version of Jupyter Notebooks, can play a role in an AI curriculum. Provides an interactive environment for integrating text and code, making it an important tool for researchers and educators. This paper evaluates the suitability of Colab in a classroom setting, emphasizing its ability to provide students with the computing resources they need, such as cpus, Gpus, and Tpus, without complex software setups or powerful hardware.
The authors share experiences using Colab to teach TensorFlow deep learning and OpenAI Gym reinforcement learning, providing insights into how these platforms can streamline the teaching and learning process.Colab's cloud-based, preconfigured environment, along with commonly used AI software packages, greatly reduces the difficulty of setup, allowing educators and students to focus on course content rather than technical difficulties.
In addition, the paper discusses the potential risks of relying on free hosting platforms like Colab, including the possibility that the service could be stopped or become a paid platform.However, the authors argue that the benefits of using Colab such as ease of use, accessibility, and alignment with AI research workflows outweigh these risks. They advocate for Colab as an ideal tool for experiential learning in AI education, enabling students to experience modern AI technologies with their own hands in a standardized environment.
Overall, their research contributes to the discussion of integrating digital tools into AI education, demonstrating that Google Colab can enhance the teaching and learning experience by providing an easy-to-use, resource-rich, interactive learning platform. This research provides a valuable reference for educators looking to incorporate computing notebooks into their AI and data science curricula, providing practical insights into the benefits and considerations of using Google Colab in academic Settings (Nelson & Hoover, 2020).
Leonardo Baptista has conducted innovative research on these challenges by leveraging Google Colab, a cloud-based Python environment that facilitates distance learning. This approach not only ensures continuity of education during the lockdown, but also introduces students to important computational tools and collaborative learning methods.
Baptista has developed seven Jupyter notebooks covering key topics in physical chemistry, including the ideal gas law, thermodynamics, and chemical equilibrium. Integrating these notebooks into the course via Google Colab provides students with an interactive platform that enables them to engage asynchronously with course content. This approach allows for real-time problem solving and the application of mathematical concepts taught in earlier courses, thereby enhancing the learning experience in a remote setting.
The study highlights the advantages of using Google Colab to teach complex subjects such as physical chemistry. By providing a cloud-based platform, Baptista eliminates the need for students to install and configure complex software, making computational chemistry more accessible. The interactivity of Jupyter notebooks combined with the collaborative capabilities of Google Colab promotes a deeper understanding of physical chemistry concepts while developing teamwork and communication skills among students.
Feedback from students has been overwhelmingly positive, with many appreciating the user-friendly interface of Google Colab and the practical application of Python scripts in solving physics and chemistry problems. The findings suggest that integrating computing tools into science education can significantly improve student engagement and understanding, even in distance learning environments.
Baptista's work demonstrates the effectiveness of using Google Colab and Python to teach physical chemistry during a pandemic, providing a template for future educational work in similar contexts. The successful application of this approach demonstrates the potential for wider adoption of computational tools in science education, beyond the immediate need for distance learning triggered by the pandemic, to prepare students for an increasingly digital future of scientific research and professional practice.
In summary, this article demonstrates the potential of cloud-based platforms to improve learning outcomes and student engagement, especially in challenging subjects (Baptista, 2021).
Supot Seebut, Patcharee Wongsason, and Dojin Kim illustrate a new approach that utilizes the Generation Pre-trained Converter (GPT) and the Google Collaboration Platform (Colab) to enhance the student learning experience in dealing with difference equations.
This study addresses the challenge of equipping students with the skills to find numerical solutions to mathematical problems, an important aspect of effective applied mathematics. Traditional classroom methods often fail to provide students with the hands-on experience needed to become proficient in the field. Bridging this educational gap by introducing GPT and Colab as innovative educational tools promotes an interactive and supportive learning environment.
Seebut, Wongsason, and Kim designed a learning process with three stages: preparation, practice, and exploration. The aim of this structured approach is to gradually build students' confidence and ability to move from mastering the basics of numerical solutions and Python programming to applying these skills to solve complex difference equations using GPT and Colab. With these tools, students are able to explore the content in greater depth and better understand and apply mathematical concepts through practice and exploration, achieving better learning results.
One of the main findings of the study was a significant increase in students' self-efficacy in finding numerical solutions to difference equations. The researchers used the Likert scale survey to assess the level of self-efficacy, and the results showed that the students' self-efficacy improved significantly after the intervention. This increase in self-efficacy highlights the potential for integrating AI and cloud collaboration platforms into educational programs to not only improve specific skills, but also enhance student learning.
By demonstrating the effectiveness of combining GPT and Colab in educational Settings, this research provides valuable insights into the potential of AI and cloud computing to revolutionize teaching practices. The successful application of these techniques in solving mathematical problems has opened the way for their use in a variety of educational Settings, demonstrating their wider applicability and impact.
Overall, it highlights the important role of technology in transforming education, presenting an example of integrated computing tools that not only enhance learning outcomes, but also prepare students for a technology-led future (Seebut & al., 2023).
1.3.2.3 Kaggle
In their research article, Polak, J., and Cook, D., explore the educational advantages of implementing predictive modeling competitions in academic settings, focusing on the impacts on student performance, engagement, and interest. The study further investigates whether such competitive activities enhance class engagement and interest through a structured survey.
Employing the Kaggle InClass platform as a medium for these competitions presents an opportunity for educators to provide students with a practical environment to objectively assess their understanding and skills in predictive modeling. The competitive framework, distinguished by a clear, independent performance metric and a dynamic leaderboard, allows students to gauge the effectiveness of their predictive models in comparison to those developed by their peers. Moreover, the allowance for multiple submissions over an extended period encourages students to refine and improve their analytical models.
The research, conducted in the second semester of 2017, involved data collection from two cohorts: one from the University of Melbourne with 61 participants and another from Monash University with 34 participants. This setup aimed to evaluate the impact of data competitions on enhancing student learning experiences, with Kaggle InClass serving as the platform for these competitions. Based on the median, the students who participated in the Kaggle challenge scored 0.09 higher than those that did not, a median of 1.01 in comparison to 0.92.
Survey in paper results indicated that the majority of students believed their participation in the data competitions substantially improved their learning experience, particularly in understanding the coursework and applying it to solve real-world problems. However, it was noted by authors that only a minority of the students perceived an improvement in test scores as a result of engaging in the Kaggle challenges.
In conclusion, the study finds that participating in data challenge competitions leads to a statistically significant, albeit small, improvement in the comprehension of the subject matter. Furthermore, it underscores that such competitions notably increase student interest and engagement within the course framework (Polak & Cook, 2021). 
Ruiz, D. C., Fletcher, D., & King, K. integrated Kaggle InClass Competitions (KICs) into the assessment frameworks of two specific courses: Applied Neural Networks and Generalized Linear Models. Within this academic context, one competition was designated as a component of a class project, while the other served as an element of the term-end evaluation. The scholarly article elaborates on the observed pedagogical advantages of incorporating KICs, alongside strategized recommendations to address encountered challenges throughout their implementation.
Observational data underscored that the incorporation of KICs notably augmented student engagement with the course content, manifesting in increased initiative for discussion and independent research beyond formal class settings. The element of competition propelled students to transcend the conventional curriculum boundaries, fostering the application of more sophisticated analytical techniques.
The paper delineates that the impact of these challenges on student learning varied across different course contexts. Specific instances highlighted include the struggle to surpass a 50% accuracy benchmark owing to insufficient training data, contrasting with scenarios where rudimentary models achieved accuracy levels exceeding 97%. Such discrepancies underline the necessity for educators to meticulously select data and tailor competition complexities to sustain pedagogical value and student motivation.
The authors propound several guidelines for educators contemplating the adoption of KICs. Primarily, they accentuate the extensive preparatory demands entailed in establishing a KIC, which include but are not limited to, the development of precise instructions, thorough descriptions, and explicit rules, coupled with the selection of suitable scoring metrics and the assembly of requisite datasets. Furthermore, they advocate for a multifaceted assessment approach, suggesting the amalgamation of KIC leaderboard outcomes with traditional evaluative methods such as written analyses and code submissions to foster a comprehensive understanding of student learning outcomes. Additionally, they propose constraining the duration of KICs to a maximum of two weeks to mitigate the potential for student overinvestment. They also recommend the deployment of KICs predominantly within advanced instructional settings, catering to students with an established foundational knowledge in programming, as opposed to novices or those lacking foundational programming skills.
In summation, the study corroborates that Kaggle InClass Competitions, when judiciously executed, can significantly amplify student learning and interest within data science disciplines. They cultivate an environment of competitive collaboration conducive to student excellence while simultaneously aligning with academic learning objectives (Ruiz & al., 2020).
The integration of Kaggle InClass Competitions (KICs) into higher education, particularly in a master-level machine learning course, embodies an innovative teaching approach grounded in game-based learning and social constructivism principles. This paper outlines the pedagogical foundation, the implementation of a seven-step model, student engagement outcomes, adaptability recommendations, and the comprehensive impact of such a pedagogical approach.
The burgeoning field of machine learning necessitates innovative teaching methods to engage students deeply and effectively. Grounded in game-based learning and social constructivism, Chow, W. (2019)'s pedagogical approach aims to foster an interactive, engaging, and social learning environment, facilitating a deeper understanding of machine learning concepts and their application to real-world problems.
A total of about 160 teams participated in Kaggle competitions in the authors' study observations, with about 50% submitting more than 6 times and an average of about 10 submissions per team. The top-ranked teams were more competitive and submitted frequently. Almost all teams gradually improved their scores on the public leaderboard during the competition.
The introduction of KICs has led to noticeable improvements in student engagement and motivation. By embedding the learning process within a competitive game-like environment, students are encouraged to explore beyond the standard curriculum, apply advanced techniques, and actively engage in problem-solving and critical thinking. This method has proven successful in increasing self-guided research and promoting a deeper understanding of the subject matter.
The author's emphasis continuous assessment through immediate feedback from leaderboard rankings and reflective post-competition reports is integral to the learning process. This approach not only motivates students to improve but also encourages a cycle of learning, application, evaluation, and reflection, which is fundamental to effective education.
At the same time, the authors indicate that while this study focuses on machine learning education, the pedagogical model's success suggests its potential applicability to other areas within computer science and engineering. The adaptability of this model can cater to various educational levels and subject matters, offering a versatile tool for enhancing student learning and engagement.
The preliminary success observed in enhancing student motivation and understanding through the integration of Kaggle competitions into machine learning education is encouraging. However, future research, employing rigorous empirical methods, is necessary to validate these observations and refine the pedagogical approach. This innovative teaching model holds promise for broader application, potentially revolutionizing the way computer science and related subjects are taught in higher education (Chow, 2019).
A problem that often arises in software engineering and computer science education is that courses and assignments may not be sufficient to perform actual programming tasks, but there is a limit to how many programming courses faculty can teach.
This paper explores a method to assess the practicality of introductory programming courses. The assessment is based on comparing the similarity between the programming language constructs used in course textbooks, assignments, and actual projects. The central premise of the paper is that if the programming constructs used in textbooks and assignments are similar to those used in actual projects, then the programming course is considered more practical.
The method proposed by the research consists of three steps: firstly, collecting program code from textbooks, assignments, and actual projects, and extracting the programming constructs from them; secondly, analyzing these code collections and extracting their language vocabulary; and finally, comparing these vocabulary sets for similarities.
As a case study, Fukushima, K., Ishio, T., Shimari, K., & Matsumoto, K. evaluated a programming course at Nara Institute of Science and Technology (NAIST) aimed at data science for graduate students, who did not have previous knowledge of computer science.
By comparing the programming vocabulary of the course with that used in actual projects on the Kaggle platform (a renowned data science competition platform), the study revealed inconsistencies between the programming constructs taught in the course and those commonly used in data analysis programs on Kaggle.
The results indicated that some language constructs related to library usage (such as specific keywords) were accidentally excluded from the course assignments, even though they are very important in practical contexts. Additionally, certain keywords that are of high priority on Kaggle but lack practical examples in the textbook, such as None and keywords related to asynchronicity, were also found to be missing. Moreover, despite not being included in the textbook, the lambda keyword was included in the assignments because it was considered useful for data manipulation.
In summary, this study proposes a new method to evaluate the practicality of programming courses, allowing teachers to identify missing key programming constructs in their courses and make improvements accordingly. Future work will extend this method to include more in-depth code analysis and investigate how teaching materials, such as textbooks and programming assignments, affect the quality of programs written by students (Fukushima & al., 2023).
1.3.2.4 Microsoft Azure Notebooks
	Kalazhokov & Makoveichuk' s article describes the experience of teaching the fundamentals of data science to students in fields related to big data analytics, giving the pedagogical approach used by the Governmental University of Finance of the Russian Federation, which includes the participation of the group's students in competitions on the Google Kaggle platform.
The Master's groups "Applied Computer Science" and "Applied Mathematics and Computer Science" are usually open to students with a bachelor's degree in another field. The lack of mathematical background and Python programming skills required to study data science makes it difficult for this group of students.
In this approach, appropriate machine learning models are constructed from real business datasets and real business problems by incorporating competitive effects. Experienced students use Python to complete the tasks, and students who are new to programming can complete the work in the Azure Machine Learning Cloud service, which reduces intimidation and, satisfyingly, by the end of the course they are also expected to have gained skills in data analysis in Python.
Once students have an understanding of basic machine learning models, such as linear regression, logistic regression, decision trees and clustering, and their preferences for data analysis tasks, they are asked to create a model to predict the probability of survival on the Titanic liner.
Experience has shown that after successfully mastering Azure ML, many students become interested and move on to programming on their own, feeling more confident that they have actually solved a problem. For this reason, it is also easier to go over examples of the same and other interesting problems from established machine learning books with them.
One thing the authors have noticed, however, is that students often confuse the suggested test sets they download from Kaggle with the test sets the authors obtained when they partitioned their training sets. It should be understood that when we partition ourselves to evaluate the performance of a machine learning model, we obtain test sets, whereas Kaggle's test sets need to be processed by the model created and predict the results.
In summary, Azure ML makes it easier to start learning data science, and the corresponding data science methods cannot be ignored. There is still a need to transition to advanced machine learning programming languages such as Python, R with the help of Azure ML (Kalazhokov & Makoveichuk, 2023).
In Ma & al.’s paper compares two technological approaches: Container-Based Microservices and Workspace as a Service (WaaS). Both methods utilize container technology to efficiently utilize cluster resources but are suited for different scenarios and needs.
Container-Based Microservices involve breaking down a single application into a set of smaller services, each of which can be deployed and operated independently. They interact through lightweight communication mechanisms. The main advantages of this architecture include loosely coupled services, independent development, and the ability to update individual services without affecting the overall system. Major public cloud providers such as Amazon Web Services, Microsoft Azure, and Google Cloud Platform container-based microservices, leading more companies to adopt containerized microservices in their clusters.
On the other hand, WaaS proposed by An & al. is another way to provide services to users using clusters of containers. WaaS aims to create customised online workspaces for multiple users in a shared cloud environment. Each workspace consists of virtual clusters, computational services, and data that can be accessed through a Web browser interface. This method simplifies the process for users to utilize underlying resources, effectively utilizing entire cluster resources through different workspaces running in a shared environment.
In conclusion, this paper provides perspectives for cluster administrators and users on which approach to choose by comparing the design ideas and supporting platforms of these two approaches. It was found that container-based microservices are more suitable for professional IT companies, while WaaS is more suitable for educational and research institutions. Further work will try to conduct a more detailed quantitative comparison, including performance experiments and evaluation metrics (Ma & al., 2018).
Microsoft Azure is Microsoft's brand of cloud computing services. It includes a wide and constantly expanding range of services which are typically the basic components of cloud computing. Despite being considered a relatively new cloud service, Azure is very diverse. Unlike cloud computing, which monetises excess computing power, Azure aims to provide cloud services designed to support Office 365.
At the same time, Microsoft developed the Office 365 business to meet many industry security standards and regulatory requirements, and created a cloud-specific service-oriented organisation to handle sales, licensing, incident management and customer support. Microsoft also created the Microsoft Trust Centre to provide information related to cybersecurity, compliance, authentication, SLA metrics, and privacy. Similarly, Azure cloud services have a similar trust centre called the Microsoft Azure Trust Centre. Whether it's SaaS, IaaS, or PaaS, the goal of cloud computing is to reduce IT operating costs through economies of scale.
The authors also mention that the high availability and elasticity of cloud computing allows organisations to achieve high levels of service reliability through geographic redundancy. The elastic nature of cloud computing allows customers to scale up or down in real time based on demand, paying only for the services actually used. Cloud computing avoids idle resources and improves the efficiency of IT operations from a financial and service delivery perspective compared to traditional methods of purchasing hardware and software.Azure delivers these benefits and is fully integrated with Office 365, making Microsoft a versatile provider of enterprise cloud services.
In summary, the comprehensiveness of Microsoft Azure, its partnership with the familiar Office 365 software and the security it offers users are all advantages that make Microsoft one of the most comprehensive cloud computing service providers, but there are also limitations that make it particularly susceptible to inactivity (Copeland & al., 2015).
Samuel Weekly, Zoey Mertes, Erik Gough, and Preston Smith, discussed the integration of Microsoft Azure public cloud resources with Purdue University's on-campus computing resources for scientific computing. The hybrid cloud extensions outlined in this article enable the seamless transfer of workloads from Purdue's community clusters to the Azure cloud.
The architecture of this extension involves creating virtual machines in Azure that replicate the on-campus compute node images, enabling users to migrate workflows to Azure without altering their code. This is facilitated by Azure's site-to-site VPN service, allowing cloud resources to access on-campus storage resources, albeit with higher latency.
Benchmarking activities highlighted in the paper include early access to AMD EPYC "Milan" processors provided by Azure, aiding in application deployment and performance evaluation on new high-performance computing (HPC) resources at Purdue.
Two scientific use cases are covered to demonstrate the hybrid cloud extension's capabilities:
· Cryptography: The use case involves high-throughput searches for prime numbers, which are essential for cryptography. The workflow, ideal for cloud bursting, involves many independent jobs with minimal I/O requirements. Utilizing the cloud allowed for significant scaling and additional computing hours.
· High Energy Physics: This involves transitioning from traditional event loop-based analysis to scalable column-based analysis using Jupyter notebooks and data analysis tools like DASK and Spark. The extension facilitated distributed data analysis by integrating on-premise and Azure resources for the Purdue CMS Tier-2 analysis facility.
The conclusions outline the successful use of Azure for benchmarking HPC applications and the implementation of a hybrid cloud extension, along with future plans to streamline cloud bursting capabilities and integrate them into Purdue's community clusters and the Anvil XSEDE resource (Weekly & al., 2022)
In the article, the authors Wen & al. note that major cloud providers (e.g., AWS Lambda, Microsoft Azure Functions, and Google Cloud) have introduced their own serverless platforms, along with many open source platforms (e.g., OpenWhisk and OpenFaaS). While serverless computing offers many advantages, it also presents new development and deployment challenges. The software engineering research community focuses on multiple aspects of serverless computing, including serverless evolution, application characterisation, developer challenges, application modelling, specific programming frameworks, multi-cloud development, stateful applications, application migration, economics, datasets, conceptualisation of technical debt, and testing and debugging (Wen & al., 2023).
1.3.2.5 Binder
	This article describes the importance of Liberal Computing in computational research and open science, and the work of Beg & al. The authors focus on ways to improve the efficiency, repeatability, and reusability of computational discovery and workflows. They demonstrate the benefits of this approach through the case of computational magnetism and computational mathematics, introducing domain-specific software into the Jupyter environment to enable advanced control, interactive result exploration, batch processing of HPC resources, and reproducible workflow documentation. 
In  study, Ubermag drives existing computational magnetism software through a domain-specific language embedded in Python, while another study connects a dedicated Jupyter kernel to a GAP system for discrete algebraic computation. The open-source project Binder provides on-demand, customised cloud computing environments that allow notebooks to be executed interactively, suitable for workshops or teaching, where participants do not need to install the software, but only need a browser to use it. In addition, Binder allows for interactive documentation where users can explore software behaviour by modifying and executing commands in the documentation. 
The authors conclude that the Jupyter project and its ecosystem (including Jupyter Hub and Binder) have significantly improved the efficiency, repeatability, and reusability of scientific computing workflows by providing no-installation, browser-based access. This trend is widely supported in the computing community, with researchers advocating the use of text-based computing (such as Jupyter) to improve the reproducibility of research (Beg & al., 2021). 
Reades, J. comprehensively discussed the accessibility and affordability of Jupyter notebooks, which are supported by cloud services such as Binder and JupyterHub, promoting inclusion and hands-on learning.
Binder is an open source service provided by the Jupyter project that allows users to pre-build images in a public repository and generate shareable links for visitors to launch JupyterHub instances of preloaded notebooks. The service is suitable for ad-hoc workshops or tutorials.Lindsey Heagy's team uses Jupyter notebooks to demonstrate geophysical concepts, and students promote conceptual understanding and interactive learning by defining input parameters and predicting resultant images to compare with actual results. Students access the same notebooks through free platforms, such as Binder, for self-directed interactive learning.
Integrating notebooks into the curriculum exposes students to an ecosystem of open-source tools that support education and provide experience in high-demand fields such as data science and machine learning. Compared to proprietary technologies such as Mathematica, Matlab, or C++, Jupyter notebooks have a lower barrier to learning, as students can interact with them by simply opening a link through a modern browser, with no installation or configuration required. In the most complex cases, students can install Anaconda and follow the simple steps to install Jupyter Notebook, free and consistent across platforms.
The conclusion of this article is that Jupyter notebooks and their associated tools, such as Binder, significantly facilitate interactive learning and conceptual understanding in education by providing a low-barrier, open-source, and cross-platform computing environment. These tools not only support traditional classroom instruction, but also provide opportunities for student-directed learning and exposure to high-demand fields such as data science and machine learning, and ensure that course content is accessible and affordable for all students (Reades, J. 2020).
This article from Lemos & al., describes the research of Lemos & al. on anomaly detection through Android inter-process communication (IPC). They looked at how malicious and normal applications interact with the Binder and constructed a behavioural dataset.The Binder driver is the conduit for all IPC messages, so monitoring Binder communication is key to understanding Android behaviour. The researchers categorised Binder calls into five groups by function and identified high-risk and low-risk groups, and then used these new features and machine learning methods to detect Android malware, achieving an accuracy and F1 score close to 0.90. The conclusion states that Android security can be significantly improved using Binder, and future work will consider using newer machine learning methods and more tracking information (Lemos & al., 2023).
In this article Shaffer, T., Chard, K., & Thain, D analysed logs of container launches in the Binder service.Binder dynamically builds and deploys containers based on recipes in a repository. The researchers downloaded user-supplied recipe repositories referenced in the logs, capturing software specifications and repository metadata.
The results showed that about 20% of the repositories were out of date after two days, suggesting that simple caching techniques are not sufficient for container applications. To address these challenges, the researchers proposed a dependency-aware management approach and suggested a time-based policy to manage the container system's cache more efficiently, leading to improved availability and repeatability. Ultimately, they propose several management strategies to reduce infrastructure costs and improve user experience, and demonstrate the value of dependency-orientated container management by backtesting Binder startup activity and historical packet metadata.
Overall, Binder shows the limitations of simple caching and leads to the development of dependency-aware management policies and time-based cache management techniques that improve the availability, repeatability, and cost-effectiveness of managing large-scale container services (Shaffer & al, 2021).
1.3.2.6 Summary
	The key insights from the discussion highlight that no single solution universally fits all online educational needs. The effectiveness of a platform like JupyterHub varies based on context and educational goals, recognized for its adaptability across various disciplines including education and research. Meanwhile, Kaggle InClass Competitions when judiciously executed, can significantly amplify student learning and interest within data science disciplines. But it's easy for students to get caught up in the game rather than the class content itself.
[bookmark: _Toc136526269][bookmark: _Toc136543712][bookmark: _Toc168151527]1.4 Platform optimisation
	This section seeks to identify current strategies for enhancing educational platforms across various dimensions. Optimizing existing methods for educational platforms involves multiple levels, including user experience optimization, content quality and diversity, technical optimization, data analysis and feedback, marketing and collaboration.
[bookmark: _Toc136526270][bookmark: _Toc168151528]1.4.1 Technology perspective
	The aim of this subsection is to understand what solutions have been available in the past to increase student engagement on educational platforms by improving their technology.
This paper “An optimized collaborative platform for educational cloud computing in application and presentation layers of OSI model” introduces an innovative educational platform that utilizes cloud computing to improve online learning environments, addressing the limitations found in current platforms such as Coursera. In this paper the authors discuss a not yet fully exploited method of publishing online courses, namely the use of cloud computing to create an educational platform. This approach allows it to be used as a new tool for innovative educational technologies, taking advantage of the collaborative benefits of social platforms.
The Collaborative Learning System (CLS) proposed by the authors integrates the advantages of different learning systems to create a more inclusive and flexible online learning environment. However, there is a need for someone to be responsible for generating content validation and restricting the posting of malicious content that may be false or plagiarised (Ceballos & al., 2015).
The article validates a new software platform, the Raspberry Pi, designed for education using ICT. The first part runs on a tiny Pi, but the second part of the platform runs on an online server with software support. The educational environment can be updated on the platform to suit each school and group as they teach.
The results of the study, which tested the Raspberry Pi with 118 10-year-old students focusing on physics, showed that the Raspberry Pi was well received by the students and achieved results in terms of increased engagement and understanding of science concepts that would have been difficult to achieve using traditional teaching methods.
It was concluded that Raspberry Pi, with its high usability, ease of use and low hardware cost, promotes hands-on learning and technological familiarity and supports both traditional and ICT-based teaching methods. The system is scalable and supports collaborative learning through an online server that allows teachers to share and update teaching materials. However, there is still a need to insist on the widespread use of this platform and to test its use in other disciplines and with different age groups (Loannou & al., 2014).
Vlad & al., outline the implementation of interactive communication tools on an e-learning platform to enhance the educational process for young students. It discusses integrating technology with educational practice through tools for information distribution, student communication, teacher-student interaction, and teaching process monitoring. By considering unique student traits and focusing on motivation, self-discipline, social skills, and stress management, the platform aims to provide a more engaging and personalized learning experience. It explores the current state of e-learning and its integration with web technologies, and proposes specific objectives for creating a dynamic educational environment. The paper details the importance of linking theoretical concepts with practical applications and emphasizes the role of communication and interaction in learning. The monitoring of the teaching process allows for tailored student feedback and adapts to individual learning needs. The paper concludes with the benefits of these interactive tools in motivating students and enhancing the e-learning platform, while noting some limitations and the necessity for ongoing platform development and teacher involvement (Vlad & al. 2012).
The article authored by Peng & al. study on the impact of education informatisation on curriculum reform. They explored the technological basis and platform guarantee of experimental curriculum reform, studied its development process, concluded and looked at the existing mechanism, and looked at the future direction of development, proposing a feasible path for construction and supervision. The study shows that modern technologies such as 5G and VR realise intelligent interconnection between people, things and events, facilitating the close connection of educational elements such as teachers, students, learning resources and learning environments, and leading to significant changes in educational concepts, contents and methods. The conclusions emphasise the transformative impact of the intersection of education and information technology, highlighting the role of platforms and suggesting viable paths for development and monitoring (Peng & al, 2022).
In Duan’s article introduces the application of a cloud-based data mining algorithm to optimise the curriculum teaching and learning system. 
Taking data mining as an example, the article introduces three components of cloud-based data mining: web storage, search engine optimisation and front-end interaction, and introduces the application framework of the educational data mining cloud system, including two levels of service application and service integration. The article demonstrates the application of multi-class support vector machine algorithms in data model construction through system requirement analysis, functional implementation and testing.
In summary, the article concludes and looks at the necessity and advantages of migrating traditional data mining algorithms to cloud platforms, and possible future directions for improving the efficiency and application of algorithms in educational data mining (Duan, 2022).
Sokol & al., discusses the development of an innovatively active university aligned with the concept of the future education 5.0 platform. This new educational model emphasizes integration and hybridization of competencies and learning outcomes, transform not only digital education services, but also the formation of a start-up orientation and entrepreneurial activity among students.
Supported by the use of advanced information and communication technologies (ICTs), requires the deployment of a corporate information and educational system (CIES) of the university, in which almost all functions are integrated. The main focus is on creating a corporate electronic document management system (EDMS) that incorporates functions for education, science, entrepreneurship, and management, aimed at enhancing digital services and educational offerings.
Authors propose a model for deploying a corporate ITS that allows you to form the prerequisites for the transition to the education platform 5.0, in which, based on the Concept of multi-loop security, it is proposed to provide counteraction to modern targeted threats. It is proposed to use a key certification center based on the X.509 standard as the basis for the security system and functionality of the KIOS, which will expand the range of digitalization of the university's web platform and ensure an increase in the university's rating in the Webometrics assessment system.
Overall, the transition to an Education 5.0 platform through the use of digital technologies and innovative educational practices is seen as essential for developing universities that are competitive, secure, and aligned with future educational and industry demands (Sokol & al., 2023).
Mota & Loja proposes a platform with pedagogical purposes for learning optimization processes in the context of metaheuristic techniques, aims to promote familiarity and understanding of a metaheuristic optimization technique, namely stochastic fractal search. The developed platform considers a set of metaheuristic techniques based on different bio-inspired approaches, namely the Particle Swarm Optimization (PSO), the Whale Optimization Algorithm (WOA) and the Stochastic Fractal Search (SFS). Among these and for the present paper purposes , one has elected this last, very recent technique.
By examining a number of case studies, a teaching platform created using MATLAB App Designer® is introduced and illustrated. The platform is planned to assist students in step-by-step learning so that they can understand how metaheuristic techniques work. It is predicted that it will be used mainly by structural engineering students and its good performance is applicable to different situations of varying complexity, where the results obtained can be observed to be consistent with the references. Notably, the platform’s user-friendliness and intuitive environment allow users to easily progress throughout the optimization process. 
However, given the platform charter, its use could easily be extended to other scientific fields and to undergraduate students as well. In the near future, it is intended to analyze the impact of the platform on students' ability to integrate different tools to solve problems of greater complexity (Mota & Loja, 2019).
Yufeng Xing and Siqiang Xiediscusses the optimisation and design of a big data distribution system for cloud computing platforms, highlighting the integration of advanced technologies to handle the rapidly increasing volume and variety of data due to the popularity of Internet technologies. The study evaluates the performance of the system using experimental methods and case studies, which show that the data flow table can be updated in about 120 seconds and the system can effectively identify the data flow for balanced distribution and forwarding. This study highlights the importance of just-in-time data processing techniques and familiarity with cloud computing capabilities to meet the demands of growing Internet applications (Xing & Xie, (2022).
The paper by Barakhtenko and Sokolov describes the architecture of a technological platform designed to support computer modelling, design and optimisation of intelligent integrated energy systems (IIES). The architecture of this platform includes the platform structure, system components, methods of interactions between systems, libraries of software components and their interfaces and integration mechanisms, and ontology systems. The design aspects ensure interoperability between energy systems and allow energy conversion between different types of energy systems, thus significantly improving the efficiency and cost-effectiveness of energy supply. The proposed architecture of the technology platform is designed to address the scaling and operational control issues of IIES, accomplished through software implementations of methods, algorithms and models as reusable component libraries. The platform can be used by academic institutions, engineering and design firms, and operators to control the expansion and operation of IIES, demonstrating the feasibility of using the platform for research on intelligent integrated energy systems (Barakhtenko & Sokolov, 2019 ).
In Han's article that investigates 5G PaaS co-control platforms using Particle Swarm Optimisation (PSO) algorithms to address the lack of a unified standard platform in cloud computing environments.PSO algorithms have a simple structure, few parameters, fast convergence, and strong optimisation capabilities.PaaS cloud platforms enable more scalable and cost-effective software development, and allow users to customise and use Software-as-a-Service (SaaS). Although 5G PaaS platform co-control techniques are still evolving, this study shows that management platforms using the PSO algorithm are 24 per cent faster than traditional methods. (Han, 2021).
[bookmark: _Toc136526271][bookmark: _Toc168151529]1.4.2 Challenges 
This section delves into the challenges of using online education platforms and explores potential or identified solutions. The basic aim of this study is to identify problems that are particularly relevant to the GSOM situation and to look for innovative solutions or inspiration to solve these problems.
Abhishek Mahalle, Jianming Yong, Xiaohui Tao and Jun Shen delve into the challenges and considerations of maintaining data privacy and system security when implementing cloud computing in the banking and financial services sector. The introduction of cloud computing has revolutionized how businesses, including banks and financial institutions, manage their IT infrastructure. Cloud computing also poses significant challenges to data privacy and system security, particularly in the banking and financial services industries. This extremely sensitive data is not only part of intellectual property (IP), but is also critical for these organisations to maintain a competitive edge and operational efficiency. 
The authors emphasise the ability to protect the privacy and security of customer data within a strict regulatory and compliance framework. Among the major issues facing these industries are the potential for data breaches, the erosion of intellectual property, distributed denial-of-service (DDoS) attacks, unauthorised access to or tampering with data and systems, and the risk of compromising confidential information. The document also delves into specific threats such as backdoor attacks, direct access attacks, eavesdropping, and phishing, voice fraud (voice phishing), and cross-site scripting (XSS) that can compromise data integrity and security.
In summary, while cloud computing offers transformative potential for the banking and financial services industry, the paper emphasises the need for strong data privacy and system security measures. The article calls for continuous assessment and updating of security frameworks to address emerging threats and ensure the protection of sensitive customer information and financial data in the era of cloud computing (Mahalle & al., 2018)
Jiang's article discusses the development of a virtual reality-based "Experimental Platform for Online Course Innovation  (NCIEP)" to enhance modern educational technology online courses. The platform solves problems in the course by integrating communication methods such as information distribution and student-teacher interaction. It provides a more immersive and engaging learning experience by constructing time sequences of online courses and utilising virtual reality.NCIEP provides better performance in modern educational technology online courses and is more innovative compared to traditional methods. Experimental results verified that NCIEP is effective in maintaining performance and adapting to changes in the educational environment (Jiang, 2018).
In their article, Lu & al. discusses the rapid shift to online education in Chinese higher education institutions due to the COVID-19 pandemic, focusing on the challenges, strategies, and outcomes of this transition. Initiated by China's Ministry of Education, universities like the South China University of Technology (SCUT) moved their spring semester online, incorporating various IT solutions to manage and improve the online teaching experience.
Two main challenges on the one hand, sudden need for online systems to support widespread online education highlighted issues such as server capacity, technological readiness, and the capability of both students and teachers to adapt to online platforms. On the other hand technical and resource-based disparities affected the uniformity of educational delivery, with issues related to network accessibility and the readiness of online platforms to handle massive simultaneous access.
In the face of these challenges, UWTSD and similar institutions have adopted a variety of IT strategies to enhance online learning. These include upgrading server capacity, scheduling courses in such a way as to reduce bandwidth demand at the same time, working with social media and professional online platform integrations to diversify delivery methods and reduce system load. At the same time, technical support is provided to students and faculty through the sharing and use of digital resources and online pedagogical training.
After above IT Solutions and Strategies, authors also reports on specific adjustments such as the modification of platform functionalities during peak times and the provision of dedicated servers for critical tasks. The effectiveness of these strategies was monitored through data on user interaction and system performance, demonstrating high levels of engagement and functionality.
Not only the experience provided valuable lessons on managing large-scale online education, including the importance of flexible and robust IT infrastructures and the need for ongoing support for users. The transition but also sparked broader discussions and developments in online education policies and practices, potentially influencing future educational formats even beyond the pandemic.
In essense, the article provides an in-depth look at the logistical and technical challenges faced during the transition to online education, the innovative solutions implemented to overcome these challenges, and the broader implications for the future of educational delivery in the face of unforeseen disruptions (Lu & al., 2020).
[bookmark: _Toc136526272][bookmark: _Toc136543713]Ding & al. describe a machine learning-based cloud cost management system that automatically monitors public cloud environments and tracks cloud resource efficiency and cost savings based on real-time data. Authors evaluate the economics of a cloud environment by defining four key metrics (resource utilisation, instance utilisation, cost efficiency and cost saving efficiency). They utilise a system that uses time series algorithms to predict future resource requirements and identify anomalies to provide effective solutions for cost savings and performance improvement.In summary, the paper highlights the role of machine learning in optimizing cloud cost management by demonstrating a system that automatically monitors and manages public cloud resources. Such systems are critical for businesses seeking to minimize operational costs while maintaining the performance and security of cloud services (Ding & al., 2018).
Hu & Zhang discuss the joint operation of Chinese university physical education and course selection systems. When students choose courses, schools must combine several special courses according to specific methods and balance the number of students in the class as much as possible. According to these methods, mathematical models are constructed based on usual simple methods after optimization. Optimization calculations are combined with multiple adjustment operations to reduce the frequency of repeated operations. Studies of its computational effects reveal linear complexity. It is demonstrated that this approach is reasonably feasible in college and university athletic administration (Hu & Zhang, 2023).
The main point of this section is that many countries and regions are already using online education platforms to improve the quality and level of education. In terms of technology, emerging technologies such as robots and VR are used. In terms of scope, the users of the online education platform are not only college students, but also kindergarten children and some groups who need special education methods. But at the same time, the introduction of diverse technologies into online education platforms also prevents teachers and students from focusing on educational purposes to a certain extent.
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Figure 4: literature review map, created by author
Figure 4 denotes the literature review in chapter 1.
[bookmark: _Toc168151530]Summary and Limitations of Chapter 1
This chapter conducts a comprehensive literature review and compares cloud-based IT programming platforms in higher education. Specifically, the goal of this chapter is to explore and compare various cloud service platforms, detail the methods of collecting relevant literature, deeply analyze platforms such as Jupyter, Google Colab, Kaggle, Microsoft Azure Notebooks, and Binder, and discuss strategies to improve educational platforms.
Through the comparison and analysis in this chapter, we understand the unique features and advantages of each platform, and these findings will provide important references for our subsequent research and application. In subsequent work, we will rely on these analysis results to select and optimize cloud service platforms suitable for specific educational needs.
However, this chapter also recognizes that there are some limitations in the research. For example, the selected comparison platform may not represent all available options, and the research results may have certain limitations. Therefore, in future work, we will continue to explore and evaluate more cloud platforms to make up for these shortcomings.
In short, this chapter has laid a solid foundation for our subsequent research work, and also clarified some key issues that need to be paid attention to and solved. Through continuous improvement and optimization, we hope to provide more effective solutions for cloud service platforms in higher education.
[bookmark: _Toc136526273][bookmark: _Toc136543714]

[bookmark: _Toc168151531]CHAPTER 2. METHODOLOGY OF RESEARCH
In this chapter we will explain in detail the methodology of research which include three parts.
[bookmark: _Toc168151532]2.1 Research objectives and issues
This study is dedicated to analyzing the current state of educational IT platforms used in MiBA programs through an in-depth analysis aimed at achieving two main goals: the first one is to improve user satisfaction, for example, the study may identify specific technical barriers that students encounter when using data analysis tools or teachers' need for more flexible resources to adapt to different teaching strategies. The study will examine the relationship between user satisfaction and the quality of platform-specific features and services. This includes assessing aspects of the platform's user interface design, usability, access speed, and reliability of resources. Based on these analyses, the study will identify key areas of improvement and make specific recommendations, such as increasing the diversity of teaching and learning resources, improving system performance and stability, etc., to enhance user experience and satisfaction.The second is to reduce operating costs to analyze the cost structure of the current platform and to explore and implement more cost-effective operating models in order to optimize resource allocation and reduce unnecessary expenditures without sacrificing service quality.
Our research questions include: who are the main user groups of IT platforms? In this question, the research will focus on identifying and describing the main user groups using the MiBA educational IT platform. This includes not only basic demographic characteristics, but also their role (student, teacher or researcher), their subject area and their familiarity with technology and online learning resources. How to improve users’ experience using the platform? We plan to analyze this problem from the platform startup time, because too long startup time is undoubtedly a bad experience for platform users. In addition, the research will explore other challenges and pain points that users encounter while using the platform to better understand user needs and suggest improvements.
Who are the platform’s main competitors? To position MiBA Education IT Platform in the market, the study will evaluate its key competitors, which may include other online education platforms, academic repositories, and collaboration tools. And we will also use a questionnaire survey among GSOM students to explore which other educational platforms they prefer to use in addition to the current platform. By analyzing competitors' characteristics, strengths and weaknesses, and strategies to attract users, the study will provide insights into how the Jupyter platform can be improved to enhance its competitiveness. How to reduce platform operating costs? This study aims to reduce the operating costs of the platform by identifying high cost factors and potential savings opportunities in the operation process. This will include a cost-benefit analysis of the platform technology architecture, use of third-party services, and data storage and processing strategies. The study will consider strategies such as implementing more effective cloud service management, adopting open source technologies, and optimizing data processing processes to save costs while maintaining or improving service quality.
[bookmark: _Toc168151533]2.2 Data analysis methods
Our study leverages a mixed-methods approach to holistically understand and improve the usability and operational efficiency of educational IT platforms used in MiBA programs. The conceptual model is framed around two central objectives: enhancing user satisfaction and reducing operating costs. This dual focus is justified by the need to not only make the platform more appealing and efficient for end-users but also to ensure its sustainability and scalability by minimizing financial overheads.
Empirical data will be collected through a combination of quantitative and qualitative surveys. Gather broad metrics on user satisfaction, platform usage patterns, and demographic data to dive deeper into their specific experiences, challenges, and the usability of the platform. Additionally, operational data will be obtained from the platform’s backend to analyze cost structures and resource utilization.
The conceptual model prioritizes a quantitative approach to identifying and analyzing the vulnerabilities and strengths of the platform, and we conducted an in-depth analysis of system performance and user behavior. Using a combination of several key data analysis methods, we were able to gain insight into various aspects of system operation and identify potential areas for improvement. We visualize data through a variety of charts, including bar charts, line charts, and heat maps, allowing us to quickly identify data patterns and anomalies. These visualization tools help us understand changes in server startup times, peak user activity times, and when frequent Kubernetes error events occur.
We calculated basic statistics of the data set, such as mean, standard deviation, minimum and maximum, to gain a comprehensive understanding of characteristics such as server startup times and user behavior.We pay attention to outliers in system performance monitoring and visually display these data through heat maps and other methods to further investigate possible system issues. We also analyzed trends in data over time, daily changes in user activity, and trends in server startup times to look at the issue of how long it takes to start a server and identify periods of time where it would make sense to. This will help us monitor system performance and make appropriate adjustments to improve user experience.
We extracted error events and performed detailed time series analysis, including periodicity and trend analysis using autocorrelation functions and Fourier transforms. These analyzes help us predict fluctuations in system performance and thus better plan optimization aspects of the platform.
The qualitative survey of the study involves a relatively straightforward but highly indicative survey designed to capture general student satisfaction and preferences regarding the educational IT platform. The survey aims to gather insights into user satisfaction levels and to pinpoint specific areas where improvements can be made to enhance user experience. Our main objective in conducting this questionnaire was to understand the perceptions and opinions of GSOM students on the possible shortcomings of the current education platform. By collecting and analyzing student feedback, we hope to be able to more accurately identify and understand key issues and pain points in the user experience. Such insights will provide us with valuable information that will enable us to more effectively develop improvement strategies that will enhance the platform's functionality and user satisfaction, ensuring that it better meets the learning needs and expectations of GSOM students, and in turn, improve the quality of education.
In summary, the decision to focus on quantitative data and analysis was made because the goal was to produce actionable insights to make the experience of using the Platform better for its users. The specificity of the data collected and the precision of the statistical techniques employed ensured that the platform improvement recommendations were based on solid empirical evidence, thus maximizing the effectiveness of the recommended interventions.
[bookmark: _Toc168151534]2.3 Research reliability and validity
This research is dedicated to evaluating the effectiveness and user satisfaction of educational IT platforms. To ensure the reliability and validity of the research results, several methods have been employed to enhance these two key metrics.
Firstly, to ensure reliability, multiple strategies have been implemented: for example, the test-retest reliability method involved conducting multiple surveys at different times with the same group of users to verify the consistency of feedback on user satisfaction and platform efficiency. 
In terms of validity, the survey tools were carefully evaluated for content validity, checking whether the survey items comprehensively covered all relevant aspects needed to assess user satisfaction and operational efficiency. By analyzing the correlation between survey results and platform usage data (construct validity), it was verified whether higher usage rates correlate with higher satisfaction. Additionally, the evaluation of criterion-related validity was conducted by comparing the research findings with similar studies assessing other educational platforms, thus establishing the predictiveness or representativeness of the results.
Moreover, integrating privacy considerations into the research was equally crucial. It was ensured that participants were clearly informed about how their data would be collected, stored, and used during the data collection process, and their explicit informed consent was obtained. Strict data handling and confidentiality protocols were implemented, ensuring that any sensitive information was encrypted and that only authorized personnel could access this data. By adding specific questions in the survey, users' perceptions of the platform's privacy features were evaluated, effectively testing the validity of these privacy measures.
Overall, through these methods, the research not only enhanced the reliability and validity of the conclusions but also raised the ethical standards and credibility of the study based on the respect and protection of participant privacy. These achievements will provide solid data support and recommendations for further optimization of educational IT platforms.
[bookmark: _Toc168151535][bookmark: _Toc136543715][bookmark: _Toc136526274]Summary of Chapter 2
In this chapter, we elaborate on the research methodology, including the research objectives, data analysis methods, and the reliability and validity of the research. Our research aims to improve user satisfaction and reduce operating costs through in-depth analysis of existing educational IT platforms, especially those used for MiBA projects.
First, we identified the research objectives and questions, focusing on improving user experience and reducing platform operating costs. We analyzed the user groups, user experience, the platform's main competitors, and the operating cost structure, and proposed a series of specific improvement suggestions to enhance the platform's competitiveness and user satisfaction.
Second, we used a mixed method data analysis method to comprehensively evaluate the platform's usage and operational efficiency through quantitative and qualitative survey data combined with the platform's backend operation data. We used a variety of data analysis methods, including statistical analysis and visualization tools, to conduct in-depth analysis of system performance and user behavior and identify potential areas for improvement in the system. Through time series analysis of error events, we were able to predict system performance fluctuations and better plan platform optimization measures.
Finally, we ensured the reliability and validity of the research. Feedback consistency was verified through multiple surveys, the content validity and construct validity of the survey instrument were evaluated, and the results were compared with similar studies to ensure the representativeness of the results. At the same time, we pay attention to privacy protection and ensure that the data security and privacy of participants are fully protected, thereby improving the ethical standards and credibility of the research.
In summary, this chapter provides a solid foundation for subsequent research work. Through detailed research methods and data analysis, we not only provide empirical evidence for platform improvement, but also propose specific improvement strategies. These results will help further optimize the educational IT platform, improve user satisfaction and operational efficiency, and meet the teaching needs of the MiBA project.


[bookmark: _Toc168151536]CHAPTER 3. DATA ANALYSIS
[bookmark: _Toc136526275][bookmark: _Toc136543716][bookmark: _Toc168151537]3.1 Formal Platform Comparison
When considering how to optimize GSOM's education IT environment, as mentioned in the literature review, where they were summarised, the following are available technology tools and platforms that could reasonably be considered competitors, they consist of the following list:
· Jupyter Hub
· Google Colaboratory
· Kaggle
· Microsoft Azure Notebooks
· Binder
They shall be compared per the criteria of interest to GSOM’s administration: availability, the cost, the ease of use, IT functionalities, security. Before this, a summary of their overall structure and other relevant information will be given below. 
Jupyter Hub has several key features that make it ideal for extended use in educational and research institutions:
1. Multi-user access: the Jupyter Hub allows multiple users to log in and use Jupyter Notebooks at the same time. This makes it ideal for classrooms, labs, or any environment that requires team collaboration.
2. Container: Jupyter Hub is often used in conjunction with container technologies such as Docker or Kubernetes to provide a separate and isolated environment for each user. This not only improves security, but also ensures a consistent and replicable environment.
3. Cloud and Local Deployment: Jupyter Hub can be deployed on local servers or hosted on cloud platforms such as Amazon Web Services, Google Cloud Platform or Microsoft Azure.This provides flexibility and scalability to meet the needs of different organisations.
4. Extensive Language : Although Jupyter was originally designed for Python, Jupyter Hub supports a wide range of programming languages, including R, Julia, Scala, and more. This is achieved through the use of different kernel implementations, allowing users to choose the language that best suits their project needs.
5. Interface: Jupyter Hub provides an easy-to-use web interface in which users can create, edit, and run notebook documents. The interface supports rich text elements including text, mathematical formulas, diagrams and interactive content.
6. Environment: Jupyter Hub integrates a code editor, terminal, and data visualisation tools, making it a full-featured development environment. Users can code, analyse and visualise data directly in a web browser.
Jupyter Hub is a widely used platform designed to serve multi-user interactive programming and scientific computing environments. These key features make Jupyter Hub a powerful tool for supporting interactive data science and educational applications. 
Google Colab (Colaboratory) is a cloud-based Jupyter notebook service that offers a range of powerful features that have made it a popular tool in education, research, and data science. In particular, it offers the possibility of enabling advanced computing and data science education in resource-constrained environments, making it popular amongst educational institutions and research organisations across the globe, here are some of the key features of Colab:
1. No Configuration Required: Colab allows users to access its programming environment directly through a web browser, eliminating the need for complex software installation and configuration.
2. Free Computing Resources: Colab provides users with free computing resources, including CPUs, GPUs, and TPUs, which is especially useful for those who need to perform large-scale computations but don't have powerful hardware to support them.
3. Collaborate: Similar to Google Docs and Sheets, Colab supports multi-user real-time collaborative editing, allowing users to share notebooks and see other people's changes in real time.
4. Support for multiple programming languages: While Python is the primary language supported, Colab can also support other programming languages including R and Julia by installing additional kernels.
5. Integration and compatibility: Colab easily integrates with a wide range of popular machine learning libraries and frameworks such as TensorFlow, PyTorch, and OpenAI Gym, making it ideal for machine learning and deep learning projects.
6. Environment management: While Colab provides a pre-configured environment, users can still install additional libraries via pip or other package managers, which provides a degree of environment customisation.
7. Access to external databases and file storage: Colab allows users to connect to external data sources such as Google BigQuery and also supports reading and writing files from Google Drive.
Kaggle is a renowned data science competition platform that not only provides a platform for data scientists to test and improve their skills, but also fosters growth and innovation in the field of data science, making it the tool of choice for data scientists and researchers worldwide. Here are some of the core features of Kaggle:
1. Data Science Competitions: Kaggle is best known for hosting online data science competitions in which companies and researchers post datasets and problems and participants compete to come up with the best solutions.
2. Learning and Resources: Kaggle offers a wide range of learning resources, including free micro-courses on topics such as machine learning, data visualisation, etc., to help both novice and experienced data scientists improve their skills.
3. Kaggle Kernels: Kaggle Kernels allow users to run data analysis and modelling by writing code directly in the browser. These Kernels can be private or public for easy viewing and use by other users.
4. Dataset Access: Kaggle users can access and use a variety of public datasets that cover a wide range of topics from gamer behaviour to economic indicators.
5. Model Sharing and Deployment: Users can not only build models on Kaggle, but also share their models and even deploy them directly from the platform.
6. Competition Evaluation: Kaggle provides detailed evaluation criteria and leader boards for competitions, allowing participants to see their rankings and progress in real-time, and this instant feedback is a key factor in increasing engagement and learning.
Microsoft Azure Notebooks is a web-based service that provides an environment for easily accessing and sharing Jupyter Notebooks. It is part of the Microsoft Azure platform, which combines the power of cloud computing with the flexibility of Jupyter Notebooks to support scientific research, education, and data science applications, enabling more efficient execution and sharing of work. Here are some of the key features of Microsoft Azure Notebooks:
1. Cloud infrastructure: Azure Notebooks runs on Microsoft Azure's cloud platform, providing high reliability, scalability, and global access.
2. No installation required: Users do not need to install any software locally to use Azure Notebooks, as all operations are done in the browser. This lowers the technical barrier to starting a project.
3. Free access: Azure Notebooks provides users with free compute and storage resources, which, although there are some limitations on resources, are usually sufficient for education and light research projects.
4. Multi-language support: Although predominantly Python, Azure Notebooks also supports other Jupyter-compatible languages such as R and Julia.
5. Integrated development environment: Azure Notebooks provides a complete development environment, including a code editor, output console, and graphical display interface.
6. Integration with Azure Services: Azure Notebooks can be integrated with other Azure services such as Azure Machine Learning and Azure Blob Storage, allowing users to easily combine data science workflows with other Azure services.
7. Real-time collaboration: Similar to Google Colab, Azure Notebooks supports multi-user real-time collaboration, allowing team members to edit and run the same notebook together.
8. Security and privacy: As part of Microsoft Azure, Azure Notebooks inherits the security and compliance standards of the Azure platform.
Binder is an open source service provided by Project Jupyter that allows users to create customisable, on-demand computing environments for interactively executing Jupyter Notebooks in the cloud.This powerful and flexible platform is suitable for scientific research, education, and data analytics, especially where a high degree of interaction and collaboration is required. Its ability to support a wide range of use cases and application scenarios makes it an important tool for widespread use in education and research. Here are some of the key features of Binder:
1. No Installation Required: Users can access and run Jupyter Notebooks directly from a web browser without having to install any software locally.
2. On-demand access: Binder provides on-the-fly, customised computing environments where users can access specific Jupyter Notebook environments via URLs, which is particularly useful for teaching and workshops.
3. Fully Interactive: Binder environments support fully interactive notebooks where users can execute code, view results, and make changes in real time.
4. Free service: As an open source project, Binder is free to all users, which lowers the barrier to learning and using data science tools.
5. Support for Multiple Programming Languages: Although Binder primarily supports Python, it can also support other Jupyter-compatible languages such as R and Julia by installing different kernels.
6. GitHub integration: Binder allows users to build Notebook environments directly from GitHub repositories, making sharing and collaboration easy.
7. Reproducibility and Replicability: Binder supports the creation of reproducible research environments, which is important for the reproducibility of scientific research.
The formal platform comparison will be shown in Table 5, the symbol + indicates that noted in literatures, the symbol ++ indicates that positive noted, the symbol +++ indicates that very positive noted.
Table 1: Formal platform comparison
	
	Jupyter Hub
	Google Colaboratory
	kaggle

	Microsoft Azure Notebooks
	Binder

	Availability
	+++
	+++
	+++
	++
	+++

	Cost
	+++
	+++
	+++
	++
	+++

	IT functionalities
	+++
	+++
	+++
	++
	+++

	Python friendly
	+++
	+++
	+++
	+++
	++

	Scalability
	++
	++
	+++
	++
	++

	Security
	++
	+
	+
	++
	+

	Speed
	+++
	++
	++
	++
	++

	User functionalities
	+++
	+++
	+++
	+++
	+++



These points can be noted in Table 3. 1. No platform is completely superior. 2. Each platform has its unique and excellent performance in IT and user functions. 3. Most platforms are python-friendly. For GSOM, this is a very important point, because the language used in most programming courses is python.
[bookmark: _Toc136526276][bookmark: _Toc168151538]Summary of part 3.1
In short, Jupyter Hub itself seems to be a good choice, and users have a love-hate relationship with it, all practical considerations considered. However, Google Colab, while a free and robust system, has interesting features not found in Jupiter Hub, such as environment management and access to external data sources. Therefore, this study shows that taking all factors into account, reducing costs and increasing user satisfaction, the best solution is to use both Jupyter Hub and Google Colab. Jupyter Hub provides standardized services to meet students' teaching requirements, while Google Colab provides great flexibility for each student's unique work. Given that the Jupiter Center is on the scale of the entire university, Google Colab is more suitable to provide IT education platform services for a single course.
[bookmark: _Toc168151539]3.2 Start Duration Analysis
Startup time is very important for any platform that relies on technology. Startup time analysis not only helps improve user experience and system performance, but is also an important tool for maintaining and improving the optimization platform. In this section we detail the results of our analysis.
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Figure 5: Column names and data types, from data analysis results
This `logs` data set contains log information related to Kubernetes, which records the time when the log was generated (`time_stamp`), the name of the container running the log (`kuber_container_name`), the host (`kuber_host`), and the Pod name ( `kuber_pod_name`), log header information (`log_head`), log service name (`log_service`), log type (`log_type`), error or status code (`log_code`), and the specific content of the log (` log_msg`). This information together constitutes a complete system log entry, providing a data basis for system monitoring, error tracking and performance analysis. First we create a new DataFrame `start_times` by checking the log entries containing the string "start" in the `log_msg` column. This means that it filters out all startup-related logs and then, extracts the startup duration from each filtered log message. A daily average of server startup times is calculated to find periods of long startup times. This means it filters out all startup-related logs, then extracts the startup duration from each filtered log message, calculating the average server startup time per day to find periods of longer startup time. The 95% percentile of startup time was determined as the threshold. This means that only those startup times that exceed the threshold for all other data points will be considered high latency.
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Figure 6: Daily Average Server Start Duration, from data analysis results
As Figure 6 shows, on some days the average server startup time increases significantly. For example, there are a few very high spikes on the far right side of the graph, indicating that server startup times are much higher on these days than at other times. In general, server startup times fluctuate widely, but there is no obvious periodicity or specific pattern. The peaks occur more frequently during certain periods of time (early to mid 2023) for reasons to be further analyzed. These dates will be found and analyzed in detail below. We will then analyze users during these high start duration time dates. 
[image: ]
Figure 7: Start Duration Outliers Heatmap by Date, from data analysis results
As shown in Figure 7, on these specific days, the startup duration is unusually long, especially at the cells marked with darker colors in the figure. The darkest and reddest cells represent the highest boot durations, and the distribution across different months suggests that the system has performance issues that are diffuse throughout the time frame, rather than concentrated in a specific time period. Outliers with the highest values may indicate issues that require priority attention and resolution, related to the large number of users logging in during these dates, and we analyze this below.
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Figure 8: All User Activities on High-Delay Dates, from data analysis results
This scatter plot details the latency of individual user activities during specific periods of high latency. It maps in detail the frequency and distribution of latency experienced by users, allowing us to identify which users experienced latency issues most frequently during this time period. We can observe that a large number of users log in during most high latency periods, so we can say that the occurrence of high latency is related to a large number of users logging in. If a large number of users try to start the service in a short period of time, and the server resources are limited or If not managed effectively, these users may experience latency issues and the system may need to handle a large number of concurrent requests, which may exceed the current processing capabilities of the server. This high concurrency may have resulted in an increase in the time taken to process each request, thereby causing overall latency and indicating limited scalability of the system. In this case, the system may not be able to scale resources efficiently to handle the sudden increase in demand. Certain users may tend to log in at specific times, and if these spikes are associated with this, such as timed tasks or phases with courses, then these activities may overlap with user logins, leading to performance issues, and in the following we will analyze this point. 
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Figure 9: Average Start Duration by Day and Time of Day, from data analysis results
The heat map shown in Figure 9 provides a granular visualization of login duration, showing the high latency of user logins on specific days. At GSOM, where typical class times begin at 9 a.m., a clear pattern emerges on the heat map—darker tones dominate in the morning, indicating a spike in login attempts as students prepare to engage in the day's learning.
The timing of these logins is not arbitrary. Students typically target the time period before classes begin, resulting in concentrated demand on the platform infrastructure. It is during these critical moments that the system is put to the test. The large number of simultaneous logins puts a burden on the platform, and as the load continues to increase, latency becomes an inevitable result. System capacity is crucial at this point. If the platform's resources (computing power, memory, bandwidth) are not scaled to anticipate and accommodate these peak times, users will be logged in for too long. Upfront knowledge of course schedules can guide the dynamic allocation of resources, ensuring systems are hardened in the event of predictable login surges.
In addition to technical solutions, behavioral strategies can also reduce the load on the system. If students understand the impact of their collective login patterns and encourage students to access the platform during staggered timeframes, it can reduce the heavy burden on the system. 
In the next section we will analyze error events in Kubernetes, which plays a vital role in platform optimization.
[bookmark: _Toc168151540]Summary of part 3.2
This section analyzes server startup delays and login issues, particularly during the morning peak hours that coincide with GSOM class times. Analysis shows that system capacity will become difficult under concurrent logins, affecting user experience. To address this issue, it is recommended to adjust resource allocation based on usage patterns and spread out login time. Overall, this analysis highlights the importance of resource optimization to improve platform performance.
[bookmark: _Toc168151541]3.3 Error Event Analysis
The Kubernetes data set provides detailed records of events that occurred, including key information such as timestamps, hosts, and Pod names. Each entry records a single event in detail, such as operation type, event name, involved objects and their namespaces, etc. .First, we extract failed operations or exceptions from event_reason, and then analyze the causes of these occurrences. The graph below shows the frequency of error events.
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Figure 10: Frequency of Failed Events in Kubernetes, from data analysis results
This detailed diagram illustrates recurring error events, with particular emphasis on the prevalence of the "FailedDaemonPod" and "FailedMount" events. Incidents like this illustrate the ongoing complexity in the areas of pod deployment and storage volume configuration. The "FailedDaemonPod" event typically indicates that a pod that was supposed to run as a daemon on each node failed to deploy or run correctly. This is due to a variety of reasons, ranging from misconfiguration to resource constraints. A "FailedMount" event, on the other hand, indicates a problem attaching storage to a Pod, which indicates a deeper problem in the network storage system, a misconfiguration, or an access and authorization issue.
Our temporal analysis of these events can be seen below, which can reveal valuable insights. For example, if these failure events occur primarily during peak traffic periods, it could indicate that the system is bottlenecking when user demand is highest. Such periods of time can overwhelm current resources and cause daemon pod stability failures as they compete for memory.
By analyzing these events over time, informed capacity planning can be performed. Recognize that daemon pod failures during periods of high traffic can lead to preemption of resource scaling ahead of anticipated surges in demand. This proactive approach may involve autoscaling capabilities, which automatically provision additional resources based on expected load, or it may mean strategic investments in more robust infrastructure that can handle peak loads without degrading service quality.
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Figure 11: Daily Count of Failed Events with Moving Average, from data analysis results
The graph depicts a time series analysis of failure events. The blue line represents the actual daily count of failure events and shows considerable variability, with sporadic spikes indicating significantly higher failure events than on a normal day. Overlaying the raw data is a red line depicting a 7-day moving average that eliminates daily fluctuations to provide a clearer view of the underlying trend. This moving average reveals the general behavior of the system over time, smoothing out outliers to highlight persistent periods of increased failures. The temporal patterns visible in the moving average are particularly revealing; for example, if the trend line steadily rises over a period of several months, it may indicate that the system is becoming progressively more unstable, possibly due to scaling problems that occur as usage grows. Conversely, a downward trend may indicate that interventions to stabilize the system are having a positive impact. 
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Figure 12: Failed Event Reasons Over Time, from data analysis results
The graph visually displays collective failures per hour, with different colors representing different causes of failures, allowing us to identify not only the frequency but also the nature of these problems.
Observing the concentration of higher bars in the morning hours shows that this time frame is particularly susceptible to interference. This observation is consistent with the analysis in the previous section, showing that users have extended activation duration during these times. It appears that as users start logging in and demand on the system increases, the number of failures increases, directly impacting the speed and efficiency with which users can launch sessions.
The pattern highlighted in this figure likely stems from various operational activities that typically occur in the morning that can overwhelm current infrastructure. The dominance of morning failures suggests the need for more robust system planning and resource management to ensure the system can handle the high volume of morning activity without impacting performance.
This trend of morning issues leading to longer user boot times highlights the importance of preventive measures. Such measures include reallocating scheduled tasks to less busy periods, enhancing system resources to better handle peak loads, or improving the overall system architecture to avoid these recurring issues. 
[bookmark: _Toc168151542]Summary of part 3.3
The series of data analyzed in this section highlights recurring system problems, particularly with daemon Pod deployments and storage volume mounts. The temporal analysis shows that these failures typically coincide with peak usage times, revealing potential bottlenecks during periods of high demand. The visualization data illustrates the need for proactive resource management, especially in the mornings during peak user login activity, resulting in longer boot times. To address these challenges, strategic adjustments to resource scaling and allocation are recommended to ensure system stability and improve the overall user experience. The link of the code is presented in Annexe 3.
[bookmark: _Toc168151543]3.4 Data description
The survey can be found in Annex 1. It was sent to all GSOM students from all educational levels, programs, and  courses of study. Totally, thirty-six answers have been received, which is reasonable considering the size of GSOM and the fact that response rates in questionnaires are generally not very high. It will therefore be assumed that this level is sufficient for the analysis, which will proceed.
Survey results can be found in Annex 2.
The first to third questions in the survey are aimed at the respondent’s educational level, program, and course of study. As shown in Figure 13.1, 80% of the respondents have master's degrees. This result may have multiple reasons. It may be because there are more master's courses, so there are more students. Bachelor and PhD students each account for about 10%. , considering that the number of PhD students is much lower than the number of master's and bachelor's students, this is normal. As shown in Figure 13.2, the majority of respondents are from MiBA (42%), while management courses are equally popular (39%). But respondents from Corporate Finance and Public Administration did not appear in the survey. Combined with the data in Figure 1, it is possible that the students in these two courses do not have coding courses. Of course, it does not rule out that they are using Jupyter Hub but have not filled out the survey. As shown in Figure 3, the first and second courses, as well as the number of new graduates, occupy the top three. This is easy to understand, because the master's course lasts two years, and this data includes students from the first to second years of bachelor, master and PhD . Similarly, the number of graduates is also relatively large, and it is reasonable for the number of graduates to be relatively large.
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Figure 13.2: Program of Respondents, from survey
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Figure 13.3: Course of Respondents, from survey
As shown in Figure 14, the survey results show that the main use of Jupyter Hub is GSOM's programming courses (70%). The other two main uses are projects (58%) and themselves (22%). That is to say, in addition to meeting course requirements, Jupyter Hub also has additional needs for student production projects, and is not required by GSOM but for its own purposes using Jupyter Hub for personal development and personal benefit.
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As shown in Figure 15, respondents agree that Jupyter Hub is in Availability (69%).
IT functionalities (53%), Interface (38%) positive role. Some interviewees praised the new roll-out interface and the fact that Jupyter Hub does not require device capabilities and can access it without running my own Jupyter server.
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Figure 15: The advantages of Jupyter Hub, from survey
As shown in Figure 16, respondents most hope to see improvements in Jupyter Hub in terms of Loading speed improvement (69%), Increase storage capacity (50%), and More environments (41.7). In addition, some respondents expressed their hope to see improvements in more GPUs, increase of disconnection time-out period, and make more computational power available for MiBA students. From the MiBA student participation in the questionnaire survey, programming courses accounted for 10% of all courses. It can be roughly inferred that they use Jupyter Hub for GSOM courses and projects more than students from other majors.
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Figure 16: The disadvantages of Jupyter Hub, from survey
As shown in Figure 17, more than half of the students stated that they had relevant programming knowledge before using Jupyter Hub, 1/3 of the students had statistical knowledge, and 1/4 of the students had mathematics-related knowledge. This result shows that students' abilities are not evenly reflected in these three aspects, which means that when using Jupyter Hub, some students have complete knowledge, and at the same time, there will be an imbalance of knowledge.
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Figure 17: The experiences before using Jupyter Hub, from survey
As shown in Figure 18, 47% of users have been using the platform for several months, and about 39% of users have been using it for more than a year. Combined with the above statistics, Jupyter Hub users are concentrated in grades 1-2, which matches the statistics, so this result is reasonable.
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Figure 18: The lenth of using Jupyter Hub, from survey
Regarding usage of other platforms as shown in Figure 19, 75% of the respondents said they have used Google Colab. In addition, 22% of the respondents have used Kaggle and 19% have used Microsoft Azure Notebooks. These data are far smaller than Google Colab. There is no doubt that this is the main platform competitor for Jupyter Hub. In addition to the options in the questionnaire, respondents also mentioned other platforms: Power bi, R studio, personal Jupyter, PyCharm, Visual studio code, Local IDE.
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Figure 19: Jupyter Hub’s competitors, from survey
Regarding the respondents’ satisfaction with Jupyter Hub, as shown in Figure 20, half of the respondents gave a score of 4/5, 33% of the respondents gave a score of 3/5, and only 14% of the respondents fully Satisfied with Jupyter Hub. This means that Jupyter Hub can generally meet the needs of students, but there is still some way to go before it is completely satisfied.
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Figure 20: Satisafication of Respondents, from survey
The final question was about additional suggestions from respondents that focused on improving the performance and user experience of Jupyter Hub to better support the training of machine learning and deep learning models. Specific suggestions for improvement included:
· Increase computing resources: provide more computing power and RAM, especially for students who need to train deep learning models and those working on master's thesis projects.
· Improve GPU performance: the stability and performance of GPUs need to be improved as the GPU environment can disconnect suddenly due to overload.
· Optimise loading speed: Improve the loading speed of server startup and operation.
· Improve interface user-friendliness: Improve the user interface to make it more modern and intuitive, although already superior to other platforms such as Colab.
· Add file upload functionality: allow multiple files to be uploaded at the same time.
· Extended usage time and initialisation speed: improve initialisation speed, extend runtime and reduce the need for frequent re-logins.
· Enhanced Environment Transparency: Provides more detailed information about which tasks are appropriate for each environment.
· Display resource usage: add indicator bars showing CPU and RAM consumption levels to help users more easily identify the cause of kernel death.
· Improve connection stability: for long-running machine learning model training, improve server disconnections to prevent losing hours of computation results.
· Extend user permissions: Provide more default user permission settings.
These recommendations reflect user expectations for improving Jupyter Hub as an efficient learning and research tool, especially when dealing with Deep Learning tasks that require large amounts of computational resources and stable connections.
[bookmark: _Toc136526282][bookmark: _Toc168151544]Summary of part 3.4
The survey results show that GSOM students primarily use Jupyter Hub for programming courses, followed by project work and personal development. The majority of users were positive about Jupyter Hub's usability, IT functionality and user interface, although some noted that the interface could be more modern and intuitive. Suggestions in the survey focused on enhancing the platform's performance and user experience, especially when dealing with machine learning and deep learning model training that requires significant computational resources. Specific suggestions for improvement included increasing compute resources, improving GPU performance, optimising loading speeds, improving user interface friendliness, adding multi-file upload functionality, expanding usage time and initialisation speeds, enhancing environment transparency, displaying resource usage, improving connection stability, and expanding user permissions. In addition, most students already had relevant knowledge of programming, statistics or maths before using Jupyter Hub, but this knowledge was unevenly distributed among students, suggesting that there may be an imbalance of knowledge when using the platform. The user satisfaction survey showed that although most users were satisfied with the overall performance of Jupyter Hub, there is still room for improvement.
[bookmark: _Toc168151545]Summary of Chapter 3
In Chapter 3, we conducted a detailed data analysis of GSOM's educational IT platform, covering formal platform comparison, startup time analysis, error event analysis, and user survey data description.
By comparing the availability, cost, IT capabilities, security, and other aspects of platforms such as Jupyter Hub, Google Colaboratory, Kaggle, Microsoft Azure Notebooks, and Binder, we found that each platform has its own advantages in different aspects. The combination of Jupyter Hub and Google Colab is the best solution. Jupyter Hub provides standardized services to meet teaching needs, while Google Colab provides flexibility and is more suitable for IT education platform services for a single course.
The startup time analysis shows that the server startup time increases significantly on some days, especially during the morning peak, which overlaps with the start time of GSOM courses. This high concurrent login leads to system performance degradation. To improve the user experience, it is recommended to adjust resource allocation according to usage patterns and stagger login times.
The error event analysis of the Kubernetes dataset reveals common system failures during peak hours, especially daemon Pod deployment and storage volume mounting failures. Timing analysis shows that these failures usually occur during peak user demand periods, indicating that there are bottlenecks in the system during high demand periods. Strategic resource expansion and allocation adjustments are recommended to ensure system stability and improve the overall user experience.
Through the analysis of survey data of GSOM students, we found that:
· Most users use Jupyter Hub for programming courses and project work, and some for personal development.
· Users have positive attitudes towards the usability, IT functions and user interface of Jupyter Hub, but also put forward suggestions for improvement, including increasing computing resources, improving GPU performance, optimizing loading speed, improving user interface, adding multi-file upload function, extending usage time and initialization speed, enhancing environment transparency, displaying resource usage, improving connection stability and expanding user permissions.
· Most students have programming, statistics or mathematics related knowledge before using Jupyter Hub, but this knowledge is unevenly distributed among students, which may lead to knowledge imbalance when using the platform.
· Although most users are satisfied with the overall performance of Jupyter Hub, there is still room for improvement.
In summary, through detailed data analysis and user feedback, we put forward specific improvement suggestions for GSOM's educational IT platform. These recommendations will help optimize platform performance, increase user satisfaction, and provide a solid foundation for future development.


[bookmark: _Toc168151546]CHAPTER 4: CONCLUSIONS
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This paper aims to provide suggestions for improving cloud-based programming platforms in higher education, especially for the needs of MiBA projects, through a comprehensive study and analysis of educational IT platforms. 
Chapter 1 provides an in-depth comparison of multiple cloud service platforms, including Jupyter Hub, Google Colab, Kaggle, Microsoft Azure Notebooks, and Binder. We analyze the unique features and advantages of these platforms and explore strategies to improve educational platforms. Through these analyses, we identify the advantages and disadvantages of each platform in different aspects, which provides an important reference for subsequent research and application. Although there are certain limitations in this chapter, it lays the foundation for further exploration and evaluation of more cloud platforms.
Chapter 2 details the research objectives, data analysis methods, and the reliability and validity of the research. The research aims to improve user satisfaction and reduce operating costs through in-depth analysis of existing educational IT platforms. We adopted a hybrid data analysis method, combining quantitative and qualitative survey data and platform backend operation data to comprehensively evaluate the platform's usage and operational efficiency, and put forward specific improvement suggestions. The consistency of feedback was verified through multiple surveys, and data security and privacy protection were ensured, which improved the ethical standards and credibility of the research.
Chapter 3 conducts a detailed data analysis of the GSOM educational IT platform, covering platform comparison, startup time analysis, error event analysis, and user survey data description. By comparing the availability, cost, IT functionality, and security of each platform, we found that the combination of Jupyter Hub and Google Colab was the best solution. The startup time and error event analysis revealed the performance bottleneck of the system during peak hours, and proposed suggestions for resource allocation adjustment and strategic resource expansion. The user survey showed that although users were relatively satisfied with the overall performance of Jupyter Hub, there was still room for improvement, especially in terms of computing resources, GPU performance, and user interface.
Through a comprehensive study and data analysis of the educational IT platform, we put forward a series of specific improvement suggestions that will help optimize platform performance, improve user satisfaction, and provide a solid foundation for future development. The core findings of our study include:
· Combined use of platforms: The combination of Jupyter Hub and Google Colab can better meet the needs of teaching and personalized learning.
· Startup time optimization: Adjust resource allocation according to usage patterns and stagger login times to improve system performance and user experience.
· Error event management: Through strategic resource expansion and allocation adjustment, solve system bottlenecks during peak periods and improve system stability.
The management significance of this study is:
· Improve education quality: By improving the educational IT platform, improve teaching effectiveness and students' learning experience, thereby improving the overall education quality.
· Optimize resource allocation: Through data analysis and user feedback, optimize the resource allocation of the platform, reduce operating costs, and improve resource utilization efficiency.
· Enhance competitiveness: By introducing and optimizing advanced cloud service platforms, improve the competitiveness of educational institutions in the field of digital education.
· Support decision making: Provide improvement suggestions based on empirical data for educational managers to support them in making more informed decisions in platform selection and resource management.
In short, through systematic research and in-depth analysis of educational IT platforms, we provide important theoretical support and practical guidance for platform optimization and improvement, aiming to promote the development and progress of higher education informatization.
[bookmark: _Toc136543721][bookmark: _Toc136526285][bookmark: _Toc168151548]4.2 Future research possibilities
Future research based on this article may focus on two aspects: solving server overload and meeting students' usage needs. Meeting students' needs and improving their satisfaction may not be fully demonstrated in this article. Although solving related server overload problems such as long server loading times is believed to be able to satisfy most students, other needs of students, such as Add more environments. However, this study cannot fully meet the needs of students. 
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1. Educational level:
· Bachelor
· Master
· PhD
2. Program:
· Management(Bachelor)
· Management(Master)
· PhD
· Corporate Finance
· International Management
· MiBA
· Public Administration
· Smart Cities
3. Course:
· 1
· 2
· 3
· 4
· Within 1-3 years of graduation
4.  What do you use Jupyter Hub for?
· Programming course at GSOM
· Making project
· By myself
5. What do you like about Jupyter Hub?
· Availability
· IT functionalities
· Interface
· Scalability
· Speed
· Others
6. What improvements would you like to see?
· Add more languages
· Change interface
· Increase storage capacity
· Loading speed improved
· More environments
· None
· Others
7. What was your experience in coding before using Jupyter Hub?
· Math
· Programming
· Stats
· Knew nothing
8. How long did you use Jupyter Hub?
· Less than a month
· Few months
· Over a year
9. Which other platforms or tools do you use for programming/data analysis?
· Google Colab
· Kaggle
· Microsoft Azure Notebooks
· Binder
· None
· Others
10.  How satisfied are you with Jupyter Hub?
1 - Totally dissatisfied
5 - Completely satisfied
11. Do you have any specific suggestions that you would like to improve or add?
Answer
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