
St. Petersburg State University
Graduate School of Management
Master in Business Analytics and Big Data 


SERVICE FOR BUSINESS ANALYTICS OF TEXTUAL USER FEEDBACK BASED ON MACHINE LEARNING





Master’s Thesis by the 2nd year students
Master in Business Analytics and Big Data
Zemerov Anton
Khadchukaev Asvad



Research Advisor:
Candidate of Technical Sciences,
Doctor of Philosophy in Computer Science Levshun Dmitry




St. Petersburg 

2024

Content
Introduction	10
CHAPTER 1: Text analytics services overview and problem definition	12
1.1 Background	12
1.2. Existing approaches and services for automated text analysis	12
1.3. Research gap and questions	14
1.4. Limitations and assumptions	15
Summary of Chapter 1	15
CHAPTER 2: Existing approaches for automated text analysis	17
2.1. Text clustering in computational linguistics and its limitations	17
2.2. Advanced techniques for text encoding	21
2.3. Current approaches for sentiment analysis with neural networks	24
2.4. The current state of Large Language Models (LLMs) and their possibilities	29
2.5 Framework for Machine Learning	33
Summary of Chapter 2	34
CHAPTER 3: User reviews analysis with machine learning	36
3.1. Sentiment analysis	36
3.1.1. Dataset overview	36
3.1.2. Searching the best model	37
3.2. User comments dataset overview	43
3.3. Text clusterization	46
3.4. Creating cluster representation with Large Language Models	49
Summary of Chapter 3	50
CHAPTER 4: Backend and frontend implementation	52
4.1. System design and service architecture	52
4.2. Implementation of a Chatbot for User Interface	57
4.3. Report creation	59
Summary of Chapter 4	61
CHAPTER 5: Solution integration and financial justification	62
5.1. Potential benefits for corporate development	62
5.2. Cost structure and deployment restrictions	63
5.3. Financial and pricing modeling	65
Summary of Chapter 5	69
Conclusion	71
Reference list	74
Appendices	77
Appendix 1. Barchart: Reviews categories of a company	77
Appendix 2. Wordcloud: positive sentiment reviews	78
Appendix 3. Wordcloud: neutral sentiment reviews	79
Appendix 4. Wordcloud: negative sentiment reviews	80
Appendix 5. The number of reviews by regions and sentiment	81



[bookmark: _Toc136466860][bookmark: _Toc136530907][bookmark: _Toc136533514][bookmark: _Toc168163426]ЗАЯВЛЕНИЕ О САМОСТОЯТЕЛЬНОМ ВЫПОЛНЕНИИ ВЫПУСКНОЙ КВАЛИФИКАЦИОННОЙ РАБОТЫ
[bookmark: _heading=h.d6uo2m38ut8h]Мы, Хадчукаев Асвад Тимурович, студент 2 курса магистратуры ВМ.5783.2020 «Бизнес-аналитика и большие данные (Master in Business Analytics and Big Data – MiBA)», и Земеров Антон Дмитриевич , студент 2 курса магистратуры ВМ.5783.2022 «Бизнес-аналитика и большие данные (Master in Business Analytics and Big Data – MiBA)», подтверждаем, что в нашей магистерской диссертации на тему «Сервис бизнес-аналитики текстовых отзывов пользователей на основе машинного обучения», представленной в службу обеспечения программ магистратуры для последующей передачи в государственную аттестационную комиссию для публичной защиты, не содержится элементов плагиата.
[bookmark: _heading=h.sbb02jhizam3]Все прямые заимствования из печатных и электронных источников, а также из защищенных ранее курсовых и выпускных квалификационных работ, кандидатских и докторских диссертаций имеют соответствующие ссылки.
[bookmark: _heading=h.wkt1ynis345e]Нам известно содержание п. 9.7.1 Правил обучения по основным образовательным программам высшего и среднего профессионального образования в СПбГУ о том, что «ВКР выполняется индивидуально каждым студентом под руководством назначенного ему научного руководителя», и п. 51 Устава федерального государственного бюджетного образовательного учреждения высшего профессионального образования «Санкт-Петербургский государственный университет» о том, что «студент подлежит отчислению из Санкт-Петербургского университета за представление курсовой или выпускной квалификационной работы, выполненной другим лицом (лицами)». 
[bookmark: _heading=h.yfbk5bvrucve]
[bookmark: _heading=h.9grp3p7azbez]
[bookmark: _heading=h.ew3id6m7e0ko][image: Изображение выглядит как рукописный текст, зарисовка, каллиграфия, типография

Автоматически созданное описание]Хадчукаев А.Т.
[bookmark: _heading=h.uc6nj978wa4v]_____________
[bookmark: _heading=h.ewik95jpco2v][image: Изображение выглядит как зарисовка, рукописный текст, Шрифт, линия

Автоматически созданное описание]Земеров А.Д.
_____________
[bookmark: _Toc136466861][bookmark: _Toc136530908][bookmark: _Toc136533515][bookmark: _Toc168163427]STATEMENT ABOUT THE INDEPENDENT CHARACTER OF THE MASTER THESIS
[bookmark: _heading=h.o13e5puz88q0]We, Asvad Khadchukaev, 2nd year Master's student VM.5783.2020 "Business Analytics and Big Data (Master in Business Analytics and Big Data - MiBA)", and Anton Zemerov, 2nd year Master's student VM.5783.2022 "Business Analytics and Big Data (Master in Business Analytics and Big Data – MiBA)", we confirm that our master's thesis on «Service for Business Analytics of Textual User Feedback Based on Machine Learning», submitted to the Master's program support service for subsequent transfer to the state attestation commission for public protection, does not contain elements of plagiarism.
[bookmark: _heading=h.rup0l27chn1d]All direct borrowings from printed and electronic sources, as well as from previously defended term papers and final qualifying papers, candidate's and doctoral dissertations have corresponding references.
[bookmark: _heading=h.yxcia3br0ti2]We are aware of the content of clause 9.7.1 of the Rules of Study for the basic educational programs of higher and secondary vocational education at St. Petersburg State University that "the WRC is performed individually by each student under the supervision of his assigned supervisor," and p. 51 of the Charter of the Federal state budgetary educational institution of Higher Professional Education "St. Petersburg State University" that "a student is subject to expulsion from St. Petersburg University for submitting a course or final qualifying work performed by another person (persons)." 
[bookmark: _heading=h.876n6c1sb2k8]

[bookmark: _heading=h.myfwysrjqmn1][bookmark: _heading=h.mvcqiepbyh6r]Khadchukaev Asvad[image: Изображение выглядит как рукописный текст, зарисовка, каллиграфия, типография

Автоматически созданное описание]
_____________
[image: Изображение выглядит как зарисовка, рукописный текст, Шрифт, линия

Автоматически созданное описание]Zemerov Anton
_____________
[bookmark: _heading=h.wenmr14lb8ew][bookmark: _Toc136530909][bookmark: _Toc136533516][bookmark: _Toc168163428]АННОТАЦИЯ
	Имена студентов
	Хадчукаев Асвад Тимурович
Земеров Антон Дмитриевич

	Тема ВКР
	Сервис бизнес-аналитики текстовых отзывов пользователей на основе машинного обучения

	Учебное заведение
	Высшая Школа Менеджмента

	Основная область исследования
	Business Analytics and Big Data

	ФИО научного руководителя
	Левшун Дмитрий Сергеевич

	Описание целей, задач и основных результатов
	В этой магистерской диссертации был разработан сервис бизнес-аналитики для текстовых отзывов для VK Predict. Сервис состоит из пяти основных модулей: пользовательский интерфейс с использованием чат-бота Telegram, хранение данных, основанное на SQLite3, анализ сентимента на основе нейронной сети BERT, кластеризация текстов с использованием UMAP и HDBSCAN, улучшенная с помощью больших языковых моделей (LLMs), и аналитический модуль для визуализации. Модель анализа сентимента достигла F1-score 0.80 с использованием подхода на основе BERT. Для кластеризации текстов индекс согласованности (ARI) был улучшен с 0.25 до 0.35 по сравнению с базовой моделью. Кроме того, потенциальная ежемесячная прибыль от внедрения оценивается в размере 4.5 миллионов рублей с использованием подписочной модели оплаты. Данное исследование демонстрирует потенциал сочетания современных методов машинного обучения с удобными интерфейсами и продвинутыми языковыми моделями для создания сервиса бизнес-аналитики текстовых отзывов, обеспечивая доступность и интерпретируемость для широкого круга специалистов.

	Ключевые слова
	Бизнес-аналитика, Текстовые отзывы, Анализ тональности текста, BERT, Кластеризация текстов, Большие языковые модели, Визуализация, Машинное обучение, ВК



[bookmark: _Toc136530910][bookmark: _Toc136533517][bookmark: _Toc168163429]ABSTRACT
	Master Student Names
	Khadchukaev Asvad
Zemerov Anton


	Master Thesis Title
	Сервис бизнес-аналитики текстовых отзывов пользователей на основе машинного обучения

	Title Facility
	Graduate School of Management

	Main field of study
	Business Analytics and Big Data

	Academic Advisor’s Name
	Levshun Dmitry

	Description of goals, tasks and main results
	In this master's thesis, a business analytics service for text reviews for VK Predict was developed. The service consists of five main modules: a user interface via a Telegram chatbot, data storage using SQLite3, sentiment analysis with a BERT-based deep neural network, text clustering using UMAP and HDBSCAN enhanced by Large Language Models (LLMs), and an analytics module for visualization. The sentiment analysis model achieved an F1 score of 0.80 with a BERT-based approach. For text clustering, the Adjusted Rand Index (ARI) was improved from 0.25 to 0.35 compared to the baseline using state-of-the-art embedding models such as e5-base. Furthermore, the potential monthly profit was calculated to be up to 4.5 million rubles using a subscription-based approach. This research demonstrates the potential of combining modern machine learning techniques with user-friendly interfaces and advanced language models to create a robust service for business analytics of textual user feedback, ensuring accessibility and interpretability for non-technical users.

	Keywords
	Business Analytics, Text Reviews, Sentiment Analysis, BERT, Text Clustering, Large Language Models, LLM, Visualization, Machine Learning, VK



[bookmark: _Toc168163430]Introduction
In our modern era, the adoption of external analytics systems is on the rise. Large-scale IT companies, such as VK, are also developing their own services, both for internal and external analytics. One such service, GeoCursor made by VK Predict business unit in collaboration with VK Maps, is evolving to analyze corporate data, including geospatial data from platforms like Google Maps, Yandex Maps, and others. The abundance of textual reviews about organizations presents a valuable resource and a potential source of competitive advantage. This lies in the development of advanced competencies and knowledge in automated text review analytics driven by machine learning.
In this practical work our objective is to develop a service solution for text review analytics. Within the first chapter, we discuss the motivation behind our work and the potential benefits for the company that we believe it can bring. Next, we examine existing approaches to text data analysis, mentioning sentiment analysis and text categorization, as well as discussing the advantages and limitations of typical text analytics providers. Based on the conducted overview, we identify research gaps and set research questions that our work aims to address. Finally, we present a set of assumptions made during the research and highlight the main limitations.
In the second chapter, we delve deeper into the key contemporary approaches and machine learning algorithms for text analysis and provide an overview of the main research conducted in this field. Starting with a review of text clustering algorithms, we examine solutions such as k-means, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN), and mention dimensionality reduction techniques like Uniform Manifold Approximation and Projection (UMAP) and t-distributed Stochastic Neighbor Embedding (t-SNE). Next, we review text encoding techniques, such as Term Frequency-Inverse Document Frequency (TF-IDF), Word2Vec, and Global Vectors for Word Representation (GloVe), as well as more modern solutions using the Bidirectional Encoder Representations from Transformers (BERT) language model. Moving forward, we provide an overview of classical algorithms in sentiment analysis such as logistic regression, gradient boosting, particularly Extreme Gradient Boosting (XGBoost), Light Gradient Boosting Machine (LightGBM), comparing them with a more modern group of language models, such as Recurrent Neural Networks (RNN) and BERT. Finally, we explore the capabilities of large language models like Generative Pre-trained Transformers (GPT) in solving text categorization and interpretation tasks. At the end of the chapter, we discuss the Cross-Industry Standard Process for Data Mining (CRISP-DM) framework, on which our experimentation with ML models is based.
In the third chapter, we conduct experiments using ML algorithms. In the Sentiment Analysis section, we describe the dataset used to train text classification algorithms and compare two models: TF-IDF combined with CatBoost and BERT. During the comparison, the BERT model demonstrates statistically better results in terms of F1 score compared to the CatBoost model. In the User Comments Dataset section, we describe the dataset on which we will test our clustering hypotheses and provide the categorization of reviews for several companies, manually performed for further evaluation of clustering based on the already labeled dataset. Furthermore, we have conducted clusterization experiments to achieve better performance on clusterization task with additional topic description creation with Large Language Models.
In the fourth chapter, we elaborate on our text analytics system, detailing its various segments and modules, with a particular focus on describing its implementations. Then, we describe the design of our UI module, outlining the logic of the user interaction process with the chatbot and the retrieval of analytics. Towards the end of the chapter, we list the key analytics questions and their corresponding visualization elements in the form of charts.
In the final chapter, we covered the integration of our text review analytics service into VK Predict's geo-analytics platform and developed a financial model to justify and sustain the service. We analyzed costs, including computing resources, personnel, and API usage, and calculated the total cost per clusterization to ensure the service is both beneficial for business development and financially sustainable.
The research project was a joint effort between two contributors, who worked together to achieve their goals. Despite the collaborative nature of the project, certain tasks demanded specific expertise that each contributor uniquely possessed. To efficiently leverage their individual strengths, they divided the responsibilities accordingly. This strategic allocation of tasks, as detailed in Table 1, ensured that each aspect of the research was handled by the person best suited for it, ultimately enhancing the quality and effectiveness of their work.
Contribution share
	Tasks
	Anton Zemerov
	Asvad Khadchukaev

	Literature review
	50%
	50%

	Service Implementation
	50%
	50%

	Sentiment analysis
	100%
	0%

	Text clustering
	100%
	0%

	Analytics and visualization
	0%
	100%

	Financial justification
	0%
	100%



[bookmark: _Toc73201729][bookmark: _Toc73386533][bookmark: _Toc168163431]CHAPTER 1: Text analytics services overview and problem definition
[bookmark: _Toc73201730][bookmark: _Toc73386534][bookmark: _Toc168163432]1.1 Background
[bookmark: _Toc73201731][bookmark: _Toc73386535]In today's context, the value of data as an asset is difficult to overestimate due to the development of digital platforms. Consumer data serves as a valuable source of insights for business development by providing an understanding of consumer needs, issues, and desires (Filieri et al., 2018). Furthermore, a company's ability to acquire, analyze, and utilize feedback from consumers has become imperative for successful market competition. However, analyzing textual data, such as consumer reviews, poses a more complex challenge, as traditional data analysis methods are not suitable, and manually reviewing all reviews is a labor-intensive task. Considering this trend, there is an increasing demand for text data analytics services that can extract valuable business insights from data with potentially lesser time and human resource investments in the long-term perspective. 
For companies specializing in analytics services, proficiency in text data analysis offers a competitive advantage. It provides a more holistic view of customer behavior by analyzing online reviews. VK Predict and VK Maps — b2b departments inside the VK group, developing a geoanalytics service, can use this research to significantly enhance their product. In geoservices like Yandex Maps, Google Maps, and 2GIS, millions of users provide feedback on services offered by various organizations. Despite this wealth of data, there's a notable absence of advanced analytics tools to help companies use these reviews for their growth and development. Considering this, there is an opportunity for VK to pioneer the integration of sophisticated analytical tools for comprehensive analysis of reviews.
The use of machine learning algorithms and artificial intelligence can automate the process of text data analysis. Employing tools like BERT for sentiment analysis allows for the identification of textual tones, while clustering aids in categorizing reviews. Sentiment analysis additionally aids in revealing underlying emotions expressed in reviews, which might not be explicit at first glance (Lu & Wu, 2019). The assistance of artificial intelligence, particularly neural models like ChatGPT, can be beneficial for describing text clusters and forming a comprehensive plan for a company's utilization of analytic results.
[bookmark: _Toc168163433]1.2. Existing approaches and services for automated text analysis
[bookmark: _Toc73201732][bookmark: _Toc73386536]We face the task of researching existing methods for automated analysis of textual reviews. Over the past years, there have been numerous attempts to find a suitable tool for analyzing textual data. Let's consider the main approaches that have been most actively researched by various authors over the last decade.
Sentiment analysis is one of the most popular solutions and is frequently mentioned in various works exploring machine learning algorithms for text data analysis, particularly customer reviews. This approach excels at extracting meaning and sentiment from texts and is especially useful when the emotional aspect of the text is a significant factor (Gallagher, C., Furey, E., & Curran, K., 2019). Some authors also highlight its effectiveness in applications such as market research, brand monitoring, and customer feedback analysis (Liu, B., 2012). By automatically categorizing sentiments as positive, negative, or neutral, sentiment analysis provides valuable insights into customer opinions, preferences, and overall satisfaction levels.
Text Categorization is another group of approaches to text data analysis. Its main goal is to categorize an existing set of texts and form topic clusters for those categories, using unsupervised machine learning methods. Subsequently, text summarization should be applied to each cluster to label each category. In their bibliometric analysis of research on topic modeling, authors Xin Li and Lei Lei (2019) explore the breadth of applications for this approach across diverse fields, including software development, journalism, and social contexts.
There is not an extensive array of existing analytics services; however, they do indeed exist. For instance, there is a service dedicated to analyzing reviews sourced from the Google platform (Text Analyzer for Google Reviews: https://apify.com/geneea-analytics/reviews-text-nlp-analyzer). This service extracts data from Google Maps and subsequently performs sentiment analysis on the reviews, categorizing them into four distinct groups: negative, positive, neutral, and ambivalent. Furthermore, it presents a collection of key terms along with their frequency distribution, accounting for their morphological variations. One notable constraint of this service is its language limitation, as it exclusively supports the English language.
Another analytical service for text analysis is Repustate (https://www.repustate.com/customer-experience/). It primarily aims to offer Sentiment Analysis for various data formats, including textual, video, and audio. Despite providing support for 23 languages, including Russian, there is a deficiency in analytical tools for comprehensive analysis. The service primarily focuses on the sentimental aspect of textual data, thus overlooking its semantic diversity.
The next service, Kimola (https://kimola.com/scrape-and-analyze-app-store-reviews), provides automated analytics for application reviews on the App Store. Using the provided link to the application page, this service automatically parses the reviews and conducts a comprehensive analysis, including semantic analysis and content analysis, presenting the results in the form of a full-fledged dashboard. Additionally, the service utilizes the GPT language model for summarizing the results of the conducted analysis. However, the service only analyzes App Store reviews in English.
The last service is called MonkeyLearn (https://monkeylearn.com) and it utilizes sentiment analysis and review classification based on custom topics labeling. This service is more suitable for analyzing product and service reviews rather than organizational feedback. The analysis focuses on detecting product features and identifying evaluations of its quality, addressing areas that commonly pose challenges, such as Reliability, Functionality, Usability, and so on. It's important to note that the service only analyzes reviews in English.
The comparative analysis results of the mentioned services presented in the Table 2:
Comparative analysis of existing text analytics services
	Criteria
	Text Analyzer for Google Reviews
	Repustate
	Kimola
	MonkeyLearn

	Data Source
	Google Reviews
	Various (text, video, audio)
	App Store Reviews
	Various

	Languages Supported
	English
	23 (including Russian)
	English
	English

	Analysis Type
	Sentiment analysis (positive, negative, neutral, ambivalent)
	Sentiment analysis
	Sentiment analysis, Semantic analysis, Content analysis
	Sentiment analysis, Review classification

	Key Features
	Frequency distribution of key terms, morphological variations
	None
	Summarization using GPT language model
	Custom topic labeling

	Strengths
	Easy to use, focused on Google Reviews
	Multilingual support
	Comprehensive analysis, App Store specialization
	Customizable analysis

	Weaknesses
	English only, limited analysis
	Limited analytical tools, sentiment focus
	English only
	Product/service focus, English only



It's worth noting that other services for text data analytics exist, but they largely exhibit similar advantages and limitations as those mentioned above. For this reason, they were omitted from the review.
[bookmark: _Toc168163434]1.3. Research gap and questions
In existing research on text data analytics, various approaches using machine learning algorithms are mentioned, but their results often lack interpretability for businesses. Additionally, there is a shortage of studies that focus on the practical application of text clustering and the use of modern large language models for text analysis, particularly reviews. 
VK is exploring the possibility of enhancing its geo-analytics service, GeoCursor, by incorporating analysis of textual reviews obtained from geoservices. The target audience for the service includes non-technical specialists from client companies, such as managers, marketers, and others. Existing B2B text data analytics solution vendors typically face the limitations mentioned in the previous sections.  Therefore, our work poses the following research questions:
1. How to develop a user-friendly service for reviews analysis tailored for non-technical specialists?
2. What is the most effective method for sentiment analysis in Russian language texts?
3. How can traditional text clustering methods be enhanced through the integration of Large Language Models (LLMs) to improve the interpretability of analytical outcomes?

[bookmark: _Toc168163435][bookmark: _Hlk164718138]1.4. Limitations and assumptions
One of the limitations of our study is the reliance on an openly preprocessed dataset, which may not fully capture the diversity and complexity of real-world text data. An important assumption of this study is that the use of machine learning algorithms can significantly enhance the effectiveness of text analytics, but it's also acknowledged that the performance of these algorithms may vary depending on the specific characteristics of the dataset and the chosen algorithms. Additionally, it is assumed that the quality of the input data, including factors such as noise, bias, and missing information, may impact the outcomes of the analysis. 
Another limitation is our reliance on a dataset that isn't dynamically updated. As a result, our project doesn't consider the aspects of updating the database of company reviews and doesn't incorporate tools for analyzing reviews dynamically. However, the system design decisions are considering the further extensions for data updates. 
Ultimately, the decision to adopt a straightforward user interface interaction via a chatbot for delivering visualizations in file format restricts our ability to apply more interactive visualization techniques, e.g. interactive charts and dashboards.
[bookmark: _Toc167215328][bookmark: _Toc168163436]Summary of Chapter 1
To sum up, in this chapter we covered an overview of text analytics services and the problem definition. We explored the growing importance of data, especially consumer data, as a crucial asset in the digital era, highlighting its role in understanding customer needs and enhancing business development. The chapter discussed the complexity of analyzing textual data like consumer reviews and the limitations of traditional methods. We examined how VK Predict and VK Maps, a B2B department within the VK group, can use advanced text analytics to improve its geo-analytics service by integrating sentiment analysis and review categorization tools.  The review of existing automated text analysis services provided insights into their strengths and limitations. Additionally, we identified the research gap, posed key research questions, and acknowledged the limitations and assumptions of our study, including dataset constraints and future system enhancements.



[bookmark: _Toc168163437]CHAPTER 2: Existing approaches for automated text analysis
[bookmark: _Toc73201735][bookmark: _Toc73386539][bookmark: _Toc168163438]2.1. Text clustering in computational linguistics and its limitations
Clustering algorithms are instrumental in parsing and understanding user-generated content by identifying natural groupings of similar opinions, feedback, or sentiments within user reviews. These groupings enable a structured analysis of the often-overwhelming volumes of text data, revealing underlying patterns and actionable insights. In this chapter, we delve into the landscape of clustering algorithms as applied to automated user review systems, providing a literature review that encompasses widely utilized algorithms such as k-means, DBSCAN, HDBSCAN, and hierarchical clustering. We also address the significant challenge posed by the curse of dimensionality in text data, emphasizing the importance of dimensionality reduction techniques like UMAP and t-SNE in enhancing clustering performance. Additionally, this chapter discusses the various metrics for evaluating the quality of clusters, offering insight into the strengths and limitations of each method and metric. The algorithms and techniques presented here are chosen for their notable presence in the literature, their relevance to the domain of user reviews, and their capacity to handle the intricacies of high-dimensional text data.
The k-means algorithm is a popular clustering method that partitions a dataset into a predefined number of clusters, denoted as 'k.' The fundamental idea behind k-means is to identify 'k' centroids, one for each cluster, to minimize the within-cluster variance, also known as inertia. The algorithm works through the following iterative process:
1. Initialization: Start by selecting 'k' initial centroids either randomly or based on some heuristic.
2. Assignment step: Each data point is assigned to the nearest centroid, and clusters are formed based on the current centroid positions. The 'nearest' is typically determined by calculating the Euclidean distance between points.
3. Update step: The centroids are recalculated as the mean of all data points assigned to that cluster, effectively moving the centroid to the center of the cluster.
4. Iteration: Steps 2 and 3 are repeated until the centroids no longer move significantly (the assignment of points to clusters becomes stable), or a predefined number of iterations is reached.
The k-means algorithm is efficient and simple to implement, making it a popular first choice for clustering problems. However, its reliance on an initially specified 'k' value and its sensitivity to the initial centroid positions are among the challenges that users must address when applying the algorithm.
DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a density-based clustering algorithm that groups together points that are closely packed together (points with many nearby neighbors), while marking as outliers points that lie alone in low-density regions (whose nearest neighbors are too far away). DBSCAN does not require one to specify the number of clusters beforehand. The DBSCAN algorithm proceeds as follows:
1. Start with an arbitrary point: Begin with an unvisited point in the dataset and retrieve its ε-neighborhood. If it contains a minimum number of points, a cluster is started, and the point is marked as a core point. Otherwise, it's labeled as noise (which may later be included in a cluster as a border point).
2. Expand the cluster: For a core point, all directly reachable points are added to the cluster. If a directly reachable point is a core point itself, its ε-neighborhood is also part of the cluster. This process continues until the cluster is fully expanded.
3. Process all points: Move to the next unvisited point and repeat the process, resulting in either the creation of a new cluster or noise labeling.
HDBSCAN (Hierarchical Density-Based Spatial Clustering of Applications with Noise) extends DBSCAN by converting it into a hierarchical clustering algorithm. It provides a more flexible approach to clustering by considering varying densities. HDBSCAN works as follows:
1. Transform the space: Based on mutual reachability distances, HDBSCAN transforms the space to allow for varying densities in the clusters.
2. Build a hierarchy: It builds a hierarchical tree of clusters by progressively merging points and clusters based on their density connectedness.
3. Condense the tree: The tree is then condensed by simplifying the hierarchy, only preserving the most significant clusters.
4. Extract the clusters: Finally, HDBSCAN extracts the clusters from the condensed tree by selecting the most stable clusters over the hierarchy.
HDBSCAN does not require the specification of the number of clusters and can handle noise in the data, making it powerful for datasets with clusters of varying densities. It is particularly effective for complex data structures where DBSCAN might struggle due to the requirement of a single global density threshold.
Hierarchical clustering creates a tree of clusters called a dendrogram, which provides a multi-level hierarchy of clusters. There are two primary approaches: agglomerative (bottom-up) and divisive (top-down). An agglomerative approach is more commonly used and involves merging individual data points into clusters based on a distance metric and linkage criteria.


Moreover, it is important to mention the "curse of dimensionality," a term coined by Bellman (1961), refers to the various phenomena that arise when analyzing and organizing data in high-dimensional spaces. As the number of dimensions increases, the volume of the space increases so fast that the available data becomes sparse. This sparsity is problematic for any method that requires statistical significance, as more data is needed to support the results.
In the context of text clustering, the curse of dimensionality becomes especially relevant because natural language processing often involves high-dimensional feature spaces. Text data are typically converted into numerical representations, such as embeddings, which can contain hundreds or even thousands of dimensions. These representations capture the semantic and syntactic nuances of the language but also introduce challenges for clustering algorithms:
· Distance measures become less meaningful as dimensionality increases, as all points converge to the same distance from each other.
· Clustering algorithms suffer in performance and interpretability since the separation between clusters may not be discernible in high-dimensional spaces.
· Computational complexity and resource requirements grow significantly with the number of dimensions.
To mitigate the curse of dimensionality, dimensionality reduction techniques are applied to transform the high-dimensional data into a lower-dimensional space that preserves the essential structure relevant for clustering. Two widely used non-linear dimensionality reduction methods are t-Distributed Stochastic Neighbor Embedding (t-SNE) and Uniform Manifold Approximation and Projection (UMAP).
t-SNE, developed by van der Maaten and Hinton (2008), is a technique that converts the high-dimensional Euclidean distances between data points into conditional probabilities representing similarities. The main goal of t-SNE is to group similar data points together and separate dissimilar ones. While it is particularly good at creating intuitive visualizations, its computational cost and the non-convex nature of its objective function can be limiting for large datasets.
UMAP, introduced by McInnes, Healy, and Melville (2018), is a more recent technique that is gaining popularity due to its efficiency and its ability to preserve both local and global data structures. UMAP works well with large datasets and has been shown to outperform t-SNE in various aspects, such as runtime and the preservation of the global structure of data.
When dealing with text data, dimensionality reduction is particularly important. Text embeddings such as Word2Vec, GloVe, or BERT (these approaches will be described in detail in chapter 1.3) produce high-dimensional vectors that need to be effectively clustered. Applying UMAP or t-SNE can reduce the dimensionality of these embeddings before clustering is applied. This results in more meaningful clusters and allows for easier visualization and interpretation of the relationships between different texts or documents.
Evaluating the quality of clusters produced by clustering algorithms is an essential step in understanding the effectiveness of the chosen methods for any given dataset, especially in the context of user reviews where interpretability is critical. There are several metrics used to assess the performance of clustering algorithms, each focusing on different aspects of the resulting clusters:
Internal evaluation metrics — which measure the goodness of a clustering structure without reference to external information.
External evaluation metrics — which compare the results of a cluster analysis to an externally known result, such as a ground truth label or benchmark.
Internal Evaluation Metrics
· Silhouette Coefficient: This metric evaluates the separation distance between the resulting clusters. A high silhouette value indicates that the object is well matched to its own cluster and poorly matched to neighboring clusters. The silhouette coefficient is a measure of how similar an object is to its own cluster compared to other clusters, with higher values indicating better clustering.
· Davies-Bouldin Index (DBI): The Davies-Bouldin index is a function of the ratio of the within-cluster scatter to the between-cluster separation. A lower DBI suggests a better clustering division.
· Calinski-Harabasz Index (CHI): Also known as the Variance Ratio Criterion, the CHI is the ratio of the sum of between-clusters dispersion and of within-cluster dispersion for all clusters. Higher values typically indicate better-defined clusters.
External Evaluation Metrics
· Adjusted Rand Index (ARI): ARI measures the similarity between two clusters by considering all pairs of samples and counting pairs that are assigned in the same or different clusters in the predicted and true clusters. The ARI is adjusted for chance, providing a score that denotes random labeling independently from the number of clusters and samples. A higher ARI means a better clustering performance.
· Normalized Mutual Information (NMI): NMI is an adjustment of the Mutual Information (MI) score to account for the chance and to ensure comparability between different clusterings. It measures the mutual dependence between the labels of clustering and the ground truth. A higher NMI value indicates a better quality of clustering.
· Homogeneity, Completeness, and V-Measure: These metrics are based on two principles: homogeneity (each cluster contains only members of a single class) and completeness (all members of a given class are assigned to the same cluster). The V-measure is the harmonic mean between homogeneity and completeness.
Evaluating clustering quality is an intricate task that involves a combination of different metrics tailored to the specific nature of the data and the goals of the clustering. In automated user review systems, the choice of evaluation metrics can significantly influence the perceived success of the clustering effort, guiding the refinement of algorithms and the interpretation of results.
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Natural Language Processing (NLP) thrives on its ability to understand and manipulate human language. At its core lies text encoding, the process of transforming textual data into numerical representations that computers can decipher. This section delves into the evolution of text encoding techniques, highlighting their strengths and limitations.
Our exploration starts with Term Frequency-Inverse Document Frequency (TF-IDF), a foundational technique with origins in information retrieval.  TF-IDF assigns a weight to each term based on its prevalence within a specific document and its rarity across a broader document collection. The TF-IDF score for a term t in document d is calculated as:
	
	(1)


Where:
·  is the term frequency of t in 
·  is the inverse document frequency of 

While studies like Alomoush and Sleit (2010) demonstrate TF-IDF's efficacy in tasks like Arabic text categorization due to its simplicity and efficiency, limitations still exist. Notably, TF-IDF struggles to capture the semantic nuances of language and can be influenced by the length of documents. Also, the technique doesn’t consider the surrounding words of a given word which means that it omits the context. These shortcomings necessitate the investigation of more sophisticated text encoding methods. The work of Srivastava et al. (2021) exemplifies this need. Their sentiment analysis research investigated feature generation using both Bag-of-Words (BoW) and TF-IDF for customer review analysis. While both methods achieved respectable accuracy (MultinomialNB with BoW: 82%, Random Forest with TF-IDF: 78%), the study underscores the critical link between the chosen feature extraction technique and classifier performance. This highlights the need for more intricate text encoding methods capable of capturing the semantic richness of language.
Among different techniques for distributed word representations, Word2Vec and GloVe emerge as transformative methodologies, which contribute significantly to understanding semantic relationships within language. Word2Vec, introduced by Mikolov et al. in "Efficient Estimation of Word Representations in Vector Space" (2013), emphasizes efficient learning of word embeddings to capture semantic meanings in a vector space. The Word2Vec algorithm aims to maximize the average log probability:

	
	(2)


Where:
· is the total number of words in the corpus, 
·  represents the central word,
· represents the context word within a window of size 
Similarly, GloVe, proposed by Pennington et al. in "GloVe: Global Vectors for Word Representation" (2014), applies global co-occurrence statistics. The GloVe objective function is defined as:
	
	(3)



Where:
·  is the vocabulary size,
·  if s the probability of word appearing in the context of word ,
·  is a weighting function.

While both Word2Vec and GloVe excel in capturing word semantics, it's important to acknowledge potential drawbacks. Even though these two techniques are quite similar in terms of efficiency, GloVe offers a more nuanced approach to word representations by analyzing corpus statistics, while Word2Vec provides efficient representations that focus on context. These methodologies may encounter difficulties in handling contextual nuances and establishing relationships between phrases or sentences, particularly in instances where the meaning of a word is heavily influenced by its surrounding context. Word2Vec assigns a fixed vector to each word that does not change based on the word's context in different sentences, which makes this technique static as it cannot adjust to various meanings of the word.
The transformative impact of BERT (Bidirectional Encoder Representations from Transformers) on text encoding is underscored by its introduction of bidirectional contextualized embeddings. Presented by Devlin et al. in "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding" (2018), BERT's versatility across language tasks is showcased through a pre-training methodology. It has a bidirectional attention mechanism which enables contextualized embeddings for capturing implicit semantic relationships within text. This positions BERT as exceptionally suited for comprehending the intricate nature of user-generated content, where meaning often relies heavily on the surrounding context.
In parallel, SentenceTransformer, proposed by Reimers and Gurevych in "Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks" (2019), focuses on encoding entire sentences. The model's objective function combines the triplet loss and cosine similarity:
	
	(4)



Where:
· N is the number of triplets,
· is the query sentence,
· is a positive sentence,
·  is a negative sentence,
· m is the margin.
SBERT (Sentence-BERT) is effective in tasks when a holistic understanding of text is needed, such as paraphrase identification. However, it may be challenging when texts consist of very short or contextually complicated sentences. 
Comparative analysis underscores that while TF-IDF is computationally efficient, it lacks semantic depth. Word2Vec and GloVe excel in capturing word semantics but may struggle with context. SentenceTransformer excels at the sentence level but may encounter limitations with certain structures. BERT stands out by providing contextualized embeddings, combining the strengths of Word2Vec and GloVe while addressing their limitations. The detailed comparison is in the Table 3:
Comparative analysis of text-transforming techniques
	Field
	TF-IDF
	Word2Vec
	GloVe
	BERT
	Sentence-BERT (SBERT)

	Description
	Assigns weights based on word frequency and rarity
	Captures semantic meaning through word co-occurrence
	Utilizes global co-occurrence statistics
	Bidirectional contextualized embeddings
	Encodes entire sentences

	Strengths
	Simple, efficient
	Efficient at capturing word relationships
	Combines global word co-occurrence statistics with local context
	Excellent at capturing contextual meaning
	Captures sentence meaning, good for paraphrase identification

	Weaknesses
	Ignores word order and context, sensitive to document length
	Limited contextual understanding, static word vectors
	Limited contextual understanding, static word vectors
	Computationally expensive
	Can struggle with short or complex sentences

	Best suited for
	Information retrieval, document categorization
	Machine translation, word similarity tasks
	Machine translation, word similarity tasks
	User-generated content analysis, question answering
	Paraphrase identification, semantic search



[bookmark: _Toc73201737][bookmark: _Toc73386541][bookmark: _Toc168163440]2.3. Current approaches for sentiment analysis with neural networks
Sentiment analysis, a critical aspect of natural language processing, often uses foundational techniques like TF-IDF or Word2Vec for feature extraction which were mentioned previously. These techniques have been widely applied in sentiment analysis, as seen in the works of Pang, Lee, and Vaithyanathan (2002) for TF-IDF and Maas et al. (2011) for Word2Vec embeddings.
Approaches to sentiment analysis can be divided into three categories: Lexicon-based analysis, Machine learning analysis, Hybrid analysis. The Figure 1 shows different approaches within these categories.
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Sentiment analysis approaches (source: author)

Traditional Methods
 Methods based on lexicons utilize a predefined set of words to analyze and determine sentiment towards specific aspects. These methods can involve counting, analyzing, and assigning weights to opinion words. They are generally categorized into two main classes: dictionary-based methods and corpus-based methods. The Corpus-based approach utilizes semantic and syntactic patterns to determine the emotional tone of a sentence. It starts with a predetermined list of sentiment terms and their polarity and then examines syntactic or analogous structures to identify sentiment tokens and their polarity within a large corpus. This method is tailored to specific situations and demands a substantial amount of labeled data for training. Nonetheless, it helps address the challenge of opinion words with context-specific polarities. The dictionary-based method relies on a predefined list of opinion words manually gathered (Chetviorkin and Loukachevitch 2012; Kaity and Balakrishnan 2020). It operates under the assumption that synonyms share the same sentiment as the base word, while antonyms convey the opposite sentiment. Park and Kim (2016) proposed a rule-based approach for sentiment labeling in contextual advertising, utilizing a dictionary-based method. However, this method is most effective with small dictionaries. One drawback common to all lexicon-based methods (Hajek et al. 2020), including the dictionary-based one, is the challenge of finding opinion words specific to each domain, as polarity can vary.
Traditional machine learning methods
Machine learning algorithms are applicable for sentiment categorization purposes. Sentiment analysis involves determining and measuring the sentiment expressed in text or audio through techniques such as natural language processing, text analysis, computational linguistics, and others. Machine learning methods can be categorized into traditional approaches and neural networks for this task. Traditional approaches are represented by such algorithms as Logistic Regression, Gradient Boosting, Support Vector Machine.
Logistic Regression serves as a fundamental classification algorithm in sentiment analysis. This approach models the relationship between extracted features, such as TF-IDF scores or Word2Vec embeddings, and the binary outcome of sentiment (positive or negative). Mathematically, logistic regression involves the logistic function, which maps input features to a probability score between 0 and 1. The logistic regression model is trained to optimize the likelihood of observing the given sentiment labels. This method offers interpretability, as demonstrated in the work of Pang, Lee, and Vaithyanathan (2002) for logistic regression in sentiment classification.
Gradient Boosting, represented by algorithms like XGBoost or LightGBM, enhances sentiment analysis by combining predictions from multiple weak learners, typically decision trees. This ensemble learning approach improves overall model accuracy, making it particularly effective in capturing complex patterns within sentiment data. Mathematically, gradient boosting optimizes a loss function by iteratively adding decision trees, with each tree compensating for the errors of the preceding ones. This methodology has been extensively applied in sentiment analysis, as illustrated in various works, including the application of XGBoost by Chen and Guestrin (2016).
The SVM method uses hyperplanes to analyze data and establish decision boundaries. SVMs are a type of non-probabilistic supervised learning method commonly applied in classification tasks. Their main goal is to identify the hyperplane that most effectively separates data into different classes, aiming for the maximum possible margin. In their study, Li and Li (2013) utilized Support Vector Machines as a sentiment polarity classifier. However, fine-tuning the model can be challenging and time-consuming, especially with large datasets, due to the lengthy training process.
Hybrid method
The hybrid approach integrates both machine learning and lexicon-based methodologies. It involves combining these two techniques in sentiment analysis, where sentiment lexicons are pivotal in most systems. Sentiment analysis employs a hybrid method, incorporating statistical and knowledge-based approaches for polarity identification. Hassonah et al. (2020) introduced a hybrid machine learning approach using SVM along with two feature selection methods, utilizing the multi-verse optimizer and Relief algorithms (Chang et al., 2020). Some researchers have proposed hybrid architectures that blend lexicon-based and automated learning techniques to improve results. This remains an active area of research, with much exploration yet to be done.
Neural networks
In sentiment analysis, neural networks, particularly recurrent neural networks (RNNs) and other variants, proved to be powerful tools for capturing sequential dependencies and contextual information in text data. RNNs are designed to process sequential data by maintaining a hidden state that evolves as the network processes each word in the input sequence. This capability allows RNNs to capture contextual information and dependencies within sentences, making them well-suited for sentiment analysis tasks. The mathematical representation involves the iterative application of a recurrent unit that updates the hidden state at each time step, providing a dynamic understanding of the input sequence's context. Pioneering works in this domain, such as the application of RNNs in sentiment analysis by Socher et al. (2013), have demonstrated the effectiveness of these neural network architectures.
Additionally, more advanced neural network architectures, including Long Short-Term Memory (LSTM) networks and Gated Recurrent Units (GRUs), address some of the challenges faced by traditional RNNs, such as vanishing gradients. LSTMs, proposed by Hochreiter and Schmidhuber (1997), incorporate memory cells to selectively retain and update information over long sequences, facilitating improved capture of contextual nuances in sentiment-rich text. GRUs, introduced by Cho et al. (2014), offer a simpler alternative to LSTMs while maintaining competitive performance in capturing sequential dependencies.
In 2017, a team of researchers from Google Brain, Google Research, and the University of Toronto introduced the idea of Transformers in their paper "Attention is all you need" (Vaswani et al., 2017), marking a significant advancement in NLP applications. This model is composed of stacked encoder-decoder architectures, incorporating self-attention mechanisms, multi-headed attention layers, and normalization and feed-forward layers. BERT (Bidirectional Encoder Representations from Transformers) has reshaped the landscape of text classification. Introduced by Devlin et al. (2018), BERT's distinctive bidirectional attention mechanism allows it to capture intricate contextual relationships within sentences, addressing a significant limitation of traditional models. Its pre-training methodology involves leveraging large unlabeled datasets, enabling the model to learn contextualized embeddings and providing unparalleled proficiency in understanding the semantics of sentiment-laden text.
Evaluation of models
Sentiment analysis often involves the evaluation of classification models using various performance metrics. Three fundamental metrics are commonly employed: accuracy, precision/recall, and F1 score. To understand these metrics, we should define the following terms:
· True Positive (TP): The model correctly predicts the positive sentiment. For example, it correctly identifies a positive review as positive.
· False Positive (FP): The model incorrectly predicts the positive sentiment. For example, it incorrectly identifies a negative review as positive.
· True Negative (TN): The model correctly predicts the negative sentiment. For example, it correctly identifies a negative review as negative.
· False Negative (FN): The model incorrectly predicts the negative sentiment. For example, it incorrectly identifies a positive review as negative.
Accuracy (Formula 5) is a straightforward metric representing the ratio of correctly predicted instances to the total instances. While it provides a general overview of model performance, accuracy alone might be insufficient when dealing with imbalanced datasets, where one sentiment class dominates.
	
	(5)



Precision and recall are complementary metrics that offer more insights, especially in imbalanced scenarios. Precision is the ratio of correctly predicted positive observations to the total predicted positives. It indicates how many of the predicted positive instances are actually positive, emphasizing the model's precision in identifying sentiment. On the other hand, recall (or sensitivity) is the ratio of correctly predicted positive observations to all actual positives. It measures the model's ability to capture all positive instances without missing any. 
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Balancing precision and recall (Formulas 6 and 7) is crucial for sentiment analysis, as an overly precise model might miss relevant sentiments, while a highly sensitive model might include too many false positives. The F1 score is a harmonized metric that balances precision and recall. It is particularly useful when there is an uneven class distribution. The F1 score is calculated using the following formula:
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This metric ranges from 0 to 1, where higher values indicate better model performance. The F1 score is well-suited for sentiment analysis tasks were achieving a balance between identifying positive, negative, and neutral sentiments is crucial.
In the context of sentiment analysis with three classes (positive, negative, neutral), a micro-average or macro-average approach can be adopted. The micro-average aggregates the contributions of all classes, treating the sentiment classes equally, while the macro-average computes the metric independently for each class and then averages them. The choice between micro and macro averaging depends on the importance assigned to each sentiment class in the analysis.
[bookmark: _Toc168163441]2.4. The current state of Large Language Models (LLMs) and their possibilities
Language modeling is a fundamental task in natural language processing (NLP) where the goal is to develop a statistical model that can predict the probability of a sequence of words. This task forms the basis for a variety of NLP applications, from text generation to speech recognition. Autoregressive language models, such as the GPT (Generative Pre-trained Transformer) family, are a particular class of language models that generate text by predicting the next word in a sequence given the words that precede it. They operate sequentially, with each new word being sampled based on the conditional probability distribution of the previous words in the sequence. This is analogous to how humans often speak or write, considering the context so far to inform the next part of the sentence. The autoregressive nature of these models allows them to generate coherent and contextually relevant text over extended passages, a characteristic that has led to their widespread adoption in tasks that require a high degree of linguistic fluency. Due to their sequential prediction mechanism, autoregressive models are inherently causal, meaning that they only attend to past and present inputs without peeking at future words in the sequence, which preserves the flow and causality in generated text. The success of autoregressive language models has been underpinned by their capacity to capture long-range dependencies and complex syntactic structures within language, making them powerful tools for a variety of generative tasks in NLP. Formally the Language Modeling task can be described as follows:
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The marginalization of a text probability  with conditional probabilities from language model distribution . The Language Model is a trained distribution for a next token based on previous tokens.  
Large Language Models (LLMs) have revolutionized the field of Natural Language Processing in recent years by exhibiting a remarkable aptitude for a wide range of linguistic tasks. At the heart of this evolution lies the sophisticated architecture of models based on Transformer architecture, which have been pre-trained on a vast corpus of text, enabling them to understand and generate human-like text with unprecedented accuracy. LLMs such as ChatGPT, LLaMA, Claude demonstrate strong capabilities in areas such as text completion, translation, summarization, question answering, and more recently, task-oriented dialogue systems. Their deep neural networks can capture intricate patterns in language usage, allowing them to comprehend context, infer meaning, and even exhibit a degree of commonsense reasoning.
It is important to recognize that the success of LLMs also brings challenges. The models' large size which is estimated in billions of parameters requires significant computational resources primarily with large and expensive GPU, leading to concerns about environmental impact and accessibility for researchers without access to substantial computational infrastructure. Additionally, LLMs can propagate biases present in their training data, raising ethical concerns that must be addressed through careful design and oversight. Despite these challenges, the current state of LLMs in NLP represents a paradigm shift toward more holistic and nuanced language understanding, and their integration into diverse applications continues to grow, providing powerful tools for both researchers and practitioners in the field.
Within the scope of this study, Large Language Models (LLMs) present a dual-faceted application potential. The primary application pertains to the summarization of clusters or topics, which involves generating concise yet substantive abstracts of a designated cluster. This summarization process not only facilitates subsequent analytical endeavors but also enhances the transparency of the data under investigation. Consequently, this illumination of latent insights, particularly within the domain of user-generated reviews, is of paramount importance. Recent empirical evidence, as demonstrated by (Zhang et al.), attests to the preferential reception of LLM-derived summaries by human annotators when juxtaposed against alternative methodologies. Owing to its demonstrable simplicity and superior quality, this technique will be adopted within the present research.
The secondary application of LLMs is characterized by an escalated level of complexity and involves their integration into the clustering process to refine its quality. Practitioners may leverage the advanced performance and inferential prowess of LLMs to infuse an element of human-like guidance into the ostensibly unsupervised task of cluster formation. This strategy is anticipated to augment the caliber of extant clustering methodologies delineated in Section 1.1. The seminal work of Zhang et al., Wang et al., and Viswanathan et al. has been instrumental in heralding the significant strides achieved in the application of LLMs to clustering tasks. Consequently, these advancements will be critically examined and potentially incorporated into our methodological framework.
In our work we will utilize the approach "ClusterLLM: Large Language Models as a Guide for Text Clustering." This framework represents a novel approach to text clustering by utilizing the advanced capabilities of instruction-tuned large language models (LLMs) such as ChatGPT. Unlike traditional clustering techniques that rely on "small" text embedders, ClusterLLM capitalizes on the inherent abilities of LLMs to interpret and process language at a level that was previously inaccessible through smaller models. The methodology employed involves prompting the LLM with carefully constructed questions to elicit insights into the relationships between data points, thereby refining the performance of smaller embedders. Additionally, the LLM's understanding of user preferences and instructions can be further enhanced with a minimal set of annotated data. This interactive process not only demonstrates a more effective fine-tuning of clustering models but also introduces a cost-efficient mechanism for querying LLMs. Remarkably, ClusterLLM can adjust clustering granularity based on the model's feedback to questions regarding the categorization of data points, aligning the resultant clusters with user-desired granularity levels. The framework thereby highlights the substantial potential of LLMs in augmenting clustering processes, leading to more accurate and user-aligned automated review systems.
The ClusterLLM algorithm functions through a two-stage process. The first stage involves a triplet task to refine the clustering structure based on a user-specified perspective. Here, the algorithm commences with a pre-trained small embedder denoted with (f), which typically represents sentences individually. However, ClusterLLM departs from this norm by using triplets of sentences, submitting them to LLMs trained to interpret human instructions. The triplet task consists of an anchor sentence (a) and a pair of choice sentences  The LLM is prompted to select which of the two choice sentences better corresponds with the anchor, guided by a prompt PT that incorporates the task instruction IT.
Given a set of triplets the base embedder f is fine-tuned with conventional contrastive learning objective to have more reliable space for clustering (Formula 10):
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Where:
· a is anchor in a triplet
·  is a positive example
· 
·  is a fixed temperature hyperparameter
 — similarity function, usually a scalar multiplication

The result of Stage 1 is a fine-tuned embedder which has a better hidden space distribution for text clusterization tasks.
In the second stage of the ClusterLLM algorithm, the focus shifts to determining the optimal granularity for text clustering. Granularity, in this context, is the level of detail at which the data is grouped into clusters, ranging from broad to fine groupings. This stage utilizes the refined embeddings from Stage 1 and engages a large language model (LLM) to conduct pairwise tasks. The LLM is prompted to decide if a pair of data points should be in the same cluster, informed by demonstration pairs that represent the user's desired granularity.
To methodically explore potential granularities, pairs of data points are sampled from a hierarchical cluster structure, ranging from a user-specified minimum (k_min) to maximum (k_max) number of clusters. The LLM's responses to these pairs are then measured for consistency using the F-beta score, which balances precision and recall.
The optimal granularity level is selected based on the highest consistency between the LLM's predictions and the actual cluster memberships at each granularity level. This approach is particularly effective for large datasets, where hierarchical clustering is paired with mini-batch K-means to enhance efficiency. However, the success of this granularity determination is contingent upon the initial quality of the clusters formed in Stage 1.
The outcome is an improved cluster structure that is both more accurate and more closely aligned with user intentions, as ClusterLLM effectively leverages the remarkable cognitive-like capabilities of LLMs to enhance the process of text clustering within automated review systems.
The methodologies previously described have been predominantly implemented within the confines of English language datasets and academic contexts. This specificity is largely attributable to the cutting-edge status of these techniques, with their introduction occurring in 2023. To our current understanding, the extant literature encompasses the application of the discussed approaches exclusively to English clustering datasets, including but not limited to Bank77, CLINC, MTOP, and FewEvent. These datasets are inherently academic, meticulously curated by human annotators, which raises questions about their representativeness when contrasted with the unstructured nature of real-world data, such as user-generated content on map services.
Consequently, there is a discernible chasm in research pertaining to the application of Large Language Models (LLMs) within the realm of real-life text clustering, especially in languages other than English, such as Russian. It is within this research void that the current study seeks to contribute, proposing an investigative framework to scrutinize the efficacy of LLMs in the context of clustering real-life Russian language texts. This endeavor will potentially illuminate the performance disparities of LLMs when tasked with processing data that is less regulated and more indicative of the linguistic variability encountered in everyday communications.
[bookmark: _Toc168163442]2.5 Framework for Machine Learning
Efficient execution of business tasks often requires the creation and testing of a machine learning (ML) model. Structuring the process of completing these tasks with the development of an ML model is essential to ensure accuracy and prevent critical information from being overlooked. There are various options available, ranging from developing custom frameworks to utilizing globally recognized methodologies like CRISP-DM. For this project, the CRISP-DM approach proves suitable for task execution. A graphical representation of CRISP-DM is provided in the Figure 2.
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CRISP model, (source: Eric Siegel, 2024)
The CRISP-DM framework comprises six interconnected components, forming a cyclic interaction model. These components include Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment. With data at its core, this model is particularly well-suited for tasks related to machine learning. Table 4 outlines the structure of CRISP-DM and its alignment with the objectives of this project.

CRISP-DM Structure and Adaptation
	CRISP-DM Phase
	Phase Tasks and Objectives

	Business Understanding
	Define Business Objectives

	
	Assess Current Solution

	
	Identify Data Mining/Machine Learning Goals

	Data Understanding
	Collect Relevant Data

	
	Describe Data Characteristics

	
	Explore Data for Insights

	
	Ensure Data Quality

	Data Preparation
	Select Data for Modeling

	
	Clean and Preprocess Data

	
	Create New Derived Variables

	
	Format Data for Modeling Tools

	Modeling
	Choose Appropriate Modeling Technique

	
	Design a Testing Strategy

	
	Build and Train Models

	
	Evaluate Model Performance

	Evaluation
	Interpret Model Results

	
	Determine Next Steps (Refinement or Deployment)

	Deployment
	Plan for Model Deployment

	
	Create Final Report
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In this chapter, we provide a review of existing literature on analyzing existing approaches in text data analytics. First, we examine various algorithms for clustering reviews. Next, we review existing methods of text transformation for further use in machine learning experiments. Then, we review existing literature on sentiment analysis and use diagram to structure the results of the review into main groups of sentiment analysis methods. In the following section, we describe a framework for conducting machine learning experiments. The main goal of this chapter is to compare existing approaches and determine best practices for further building blocks of the review analytics service.
In the first section of this chapter, we highlight the importance of clustering algorithms for analyzing user-generated content, focusing on k-means, DBSCAN, HDBSCAN, and hierarchical clustering. We identify challenges posed by high-dimensional text data and emphasize the role of dimensionality reduction techniques like UMAP and t-SNE. We discuss the "curse of dimensionality" and its impact on clustering. Finally, we review metrics such as the Silhouette Coefficient and Adjusted Rand Index to evaluate clustering quality and guide improvements.
In the next section, we explore advanced text encoding methods crucial for NLP. We start with TF-IDF, effective but limited in capturing nuances. Then, we examine Word2Vec and GloVe, adept at semantic representation but lacking in context. BERT revolutionized NLP with bidirectional contextualized embeddings, while Sentence-BERT focuses on holistic sentence understanding. We compare these methods, noting their strengths and limitations, highlighting BERT's comprehensive contextual grasp.
In the sentiment analysis section uncovers sentiment analysis methods categorized into Lexicon-based, Traditional Machine Learning, Hybrid, and Neural Network approaches. Traditional methods like Logistic Regression and Support Vector Machines are compared with hybrid techniques combining machine learning and lexicon-based methods. Advanced neural networks, particularly Transformers like BERT, have revolutionized sentiment analysis with proficiency in understanding sentiment-laden text. We also compare evaluation metrics like accuracy, precision/recall, and F1 score which are essential for assessing model performance.
In the LLM section, we explore the transformative impact of Large Language Models (LLMs) in NLP. We identify the autoregressive nature of LLMs as key to their success in generating coherent text and capturing complex linguistic structures. Our investigation focuses on the "ClusterLLM" approach, which relies on LLMs for enhancing text clustering and improving both summarization and clustering quality. We discuss the need to extend research beyond English datasets to assess LLM performance in clustering Russian texts, aiming to bridge the gap between academic and real-world applications.
Finally, we look at implementing the CRISP-DM framework for efficient machine learning model development. This structured approach ensures precision in achieving our business objectives.

[bookmark: _Toc168163444]CHAPTER 3: User reviews analysis with machine learning
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[bookmark: _Toc168163446]3.1.1. Dataset overview
In this section, we explore the dataset that forms the basis of our sentiment analysis model training. Our dataset is quite extensive with 210000 reviews that express various sentiments: positive, negative, and neutral. The diverse nature of this dataset is crucial for the machine learning model to learn effectively. The dataset is a collection from four key sources:
1. Kaggle Russian News Sentiments: This part includes sentiments from Russian news articles, which are categorized into positive, negative, or neutral.
2. Car Reviews Dataset: Dataset offers insights into the automobile sector, providing a specialized vocabulary and consumer opinions.
3. Blinov's Review Collections: These reviews cover a range of topics, including movies, restaurants, and healthcare services. This variety helps to broaden the model's exposure to different subjects and language uses.
4. LINIS Crowd Project: Created by the Internet Research Laboratory of the Higher School of Economics in St. Petersburg with financial support, this dataset brings a crowd-sourced perspective, adding a rich layer of user-generated content.
Although the final application of our model is to analyze feedback from Yandex Maps, the dataset we have compiled is suitable for training because sentiment analysis generally transcends topic-specific language. The capability to recognize sentiment does not heavily rely on the domain of the text. Thus, a model trained on this extensive and varied dataset is likely to be adaptable and perform well when applied to Yandex.Maps reviews. By using this large and varied dataset, the model is expected to become adept at recognizing sentiment patterns across a wide range of contexts. This adaptability is a key advantage, ensuring that the sentiment analysis model can be effective in interpreting user feedback on Yandex Maps.
To effectively train, validate, and test the machine learning model for sentiment analysis, the dataset was divided into three distinct subsets: training, validation, and testing sets. This division is essential for evaluating the performance and generalizability of the model. The dataset was randomly split into the following distribution (Table 5):
Train-validation distribution								     
	TRAIN
	170901 samples
	63,8%

	VALIDATION
	18990 samples
	17,1%

	TEST
	21098 samples
	19,0%



The random split ensures that each set is representative of the overall distribution of the data, which includes a mix of positive, neutral, and negative sentiments. By using these separate subsets, we can train the model with a large variety of examples, refine it by making necessary adjustments, and finally, test its capabilities to ensure it is ready for practical application. This train-validation-test split methodology is a standard practice in machine learning to ensure the development of robust models. The dataset is unbalanced since it has the following class distribution (Fig. 3):
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Class distribution, (source: author)
[bookmark: _Toc168163447]3.1.2. Searching the best model
As detailed in the second chapter, which provides a literature overview, our experimentation builds upon established methods in the field of sentiment analysis. We applied two primary approaches to develop our models: a traditional machine learning method using TF-IDF+CatBoost, and a contemporary deep learning method employing a pretrained BERT model. Both approaches have been recognized in prior research for their effectiveness in similar tasks. The current chapter outlines the setup of these experiments, focusing on the hyperparameter tuning process, which is crucial for achieving optimal model performance.
In the second chapter, we discussed the theoretical underpinnings of these methods and their relevance to sentiment analysis tasks. Here, we put theory into practice and explain how each model was optimized using a carefully selected set of hyperparameters. The choice of hyperparameters was based on their significant influence on model quality, as evidenced by existing literature and empirical studies.
For the TF-IDF+CatBoost model, the following hyperparameters were included in the grid search (Table 6):
Hyperparameters for TF-IDF+CatBoost model
	Hyperparameter
	Description
	Values

	Iterations
	Number of trees in the model
	[500, 1000]

	Max features 
	Maximum number of features to consider for the TF-IDF vectorization
	[5000, 10000]

	Depth
	Depth of the trees in the model
	[4, 6, 8]

	Learning rate 
	Step size at each iteration while moving toward a minimum of the loss function
	[0.01, 0.03, 0.07]



For the BERT model, we used the following hyperparameters (Table 7): 

Hyperparameters for BERT model
	Hyperparameter
	Description
	Values

	Adam beta1
	Exponential decay rate for the first moment estimates in the Adam optimizer
	[0.9, 0.99]

	Adam beta2
	Exponential decay rate for the second moment estimates in the Adam optimizer
	[0.99, 0.999]

	Warmup steps
	Number of steps to increase the learning rate from 0 to the specified learning rate
	[2000, 5000]

	Learning rate 
	Step size at each iteration while moving toward a minimum of the loss function
	[1e-4, 5e-5, 1e-5]



Each of these hyperparameters plays a role in shaping the learning process of the models and can dramatically affect their performance. For example, in the TF-IDF with CatBoost model, the number of iterations and depth are directly related to the complexity of the model, while the learning rate can influence the speed and quality of convergence to the optimal solution. In the BERT model learning rate and optimizer parameters such as beta values are pivotal in controlling how the model weights are updated during training and warmup steps help to stabilize the training process in the early phases. The grid search was employed to systematically evaluate the combinations of these hyperparameters, with the validation set's f1 macro score serving as the guiding metric. The highest-scoring configurations indicate the most promising hyperparameters, which were then used to train and validate the models to ensure we achieved the best possible performance while maintaining generalizability to unseen data. To conduct the grid search and hyperparameter tuning effectively, the experiments used the Weight and Biases (wandb) Python package. Wandb is a powerful tool designed to help researchers and engineers track and visualize their machine learning experiments. It offers an efficient way to execute grid searches through its sweeps functionality. Wandb sweeps automate hyperparameter searching by running a set of trials with different combinations of hyperparameters, tracking each trial's performance, and identifying the best-performing configuration.
Using wandb sweeps, not only were we able to obtain the optimal set of hyperparameters for each of our models, but we could also analyze the relative importance of each hyperparameter during the grid search process. This insight is invaluable as it provides a deeper understanding of how each hyperparameter influences the model's performance, allowing us to make more informed decisions about model tuning and complexity.
Grid Search f1 Macro Score for TF-IDF+CatBoost (Figure 4)
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Grid Search for TF-IDF+CatBoost, (source: author)
Parameter Importance for TF-IDF+CatBoost 
The experiments have shown that the prevalence contribution to the final f1 score have the learning rate parameter. The almost equal contribution have the iterations and depth with a positive correlation which means higher number of trees and its depth leads to a better performance. This is expected behavior. However, the number of tokens for TF-IDF approach does not have the significant meaning. The details for parameters’ importance and correlation are in Figure 5. 
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Comparison of parameters for TF-IDF+CatBoost, (source: author)
Grid Search f1 Macro Score for BERT (Figure 6).
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Grid Search for BERT, (source: author)

Parameter Importance for BERT
This figure shows that learning rate with a positive correlation and warmup steps with the negative correlation play the crucial role for the final performance of the model. 
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Comparison of parameters for BERT, (source: author)
By utilizing wandb sweeps for our grid searches, we gained a comprehensive overview of our model training process. This approach not only streamlined the search for the best hyperparameters but also enriched our understanding of model behavior, ultimately leading to more robust and reliable sentiment analysis models. The best hyperparameters are shown in the Table 8 for both approaches:
Optimal hyperparameters

	TF-IDF+Catboost
	iterations
	1000

	
	max_features
	10000

	
	depth
	8

	
	learning_rate
	0.07

	BERT
	warmup_steps
	2000

	
	adam_beta2
	0.999

	
	adam_beta1
	0.99

	
	learning_rate
	0.0001



To ensure the robustness of the evaluation, 10 experiments with different random seeds were performed for each model. In other words, we have trained both approaches 10 times with different random seeds with the best found hyperparameters. This process generated random samples from each model's distribution, allowing for a more reliable statistical analysis. The experiments were designed to assess the performance of the models in terms of their F1 scores on the test set. The full results can be found in the Table 9:
Comparison of the results of experiments
	Approach
	Average
	
	
	
	
	
	
	
	
	
	

	TF-IDF+ Catboost
	71.23±0.09
	71.08
	71.11
	71.36
	71.33
	71.15
	71.22
	71.34
	71.23
	71.2
	71.3

	BERT
	80.87±0.30
	81.04
	81.55
	80.96
	80.46
	80.58
	80.81
	80.74
	81.03
	80.53
	81.01



Prior to comparing the models, a Shapiro-Wilk test was conducted to verify the normality assumption of the samples' distribution. The test resulted in p-values of 0.48 for the TF-IDF+Catboost sample and 0.38 for the BERT sample. These p-values are above the commonly used alpha level of 0.05, indicating that there is no reason to reject the null hypothesis of normal distribution for either sample. The results are in the Table 10:

Normality test results
	
	statistics
	p-value

	TF-IDF+Catboost
	0.93
	0.48 > 0.05

	BERT
	0.92
	0.38 > 0.05



With the normality assumption confirmed, a Welch’s t-test, which does not assume equal population variances, was applied to compare the means of the two independent samples. The Welch’s t-test yielded a p-value of 9.2e-17, which is significantly below the alpha level of 0.05, suggesting a statistically significant difference between the two models (Table 11).

Welch test results
	
	mean f1 test score
	Welsh t-stats
	p-value

	BERT
	80.87±0.30
	90.07
	9.2e-17 < 0.05

	TF-IDF+Catboost
	71.23±0.09
	
	



The results indicate that the mean F1 score for the BERT model (0.80) is significantly higher than that of the TF-IDF+Catboost model (0.71). This outcome demonstrates that the advanced BERT-based approach outperforms the baseline in classifying textual user feedback. The statistical tests conducted as part of this analysis provide strong evidence that the fine-tuned BERT model is superior to the TF-IDF+Catboost combination for the classification of textual user feedback. The higher F1 score of the BERT model suggests that it is more effective at capturing the nuances of language, leading to better classification performance.
This chapter highlights the effectiveness of modern, pre-trained language models in understanding and classifying user-generated content in languages other than English. Future research could explore the scalability of these findings across other languages and the integration of such models into business analytics services.

[bookmark: _Toc168163448][bookmark: _Hlk164721673]3.2. User comments dataset overview
One of the initial steps in implementing the practical aspect of our thesis involves selecting textual data for analysis and subsequent experimentation with various ML models. The criteria for choosing an appropriate open dataset include considerations of data quality, volume, anonymization or confidentiality, as well as the potential utility of the analysis outcomes. These criteria align with the characteristics of the Geo Reviews Dataset 2023 provided by Yandex (hereafter referred to as the Dataset). This dataset encompasses 500,000 unique reviews posted on the YandexMaps service between January and June 2023. Notably, the dataset exclusively features reviews pertaining to Russian establishments. Furthermore, rigorous measures have been taken to cleanse the dataset of any personal identifiers and to exclude excessively brief reviews. The dataset contains the following fields:
· Organization address (address)
· Organization name (name_ru)
· Categorized listing of the organization (rubrics)
· User rating ranging from 0 to 5 (rating)
· Review content (text)
To gain a better understanding of the data, it is necessary to conduct Exploratory Data Analysis (EDA). To begin with, it is interesting to examine the distribution of the number of reviews per organization. The graph below illustrates this distribution (Figure 8):
[image: ]
The distribution of reviews (source: author)
As can be seen from the graph, the distribution is right-skewed. This seems logical, assuming that larger organizations, although fewer in number, typically have a larger customer base compared to smaller companies, and therefore receive more reviews. 
Indeed, in terms of the number of reviews, large network organizations are leading, such as Pyaterochka, Magnit, Krasnoe & Beloe, and so on. The next step is to look at the distribution of the number of words in the reviews. The picture below shows the distribution graph of the number of words (Figure 9):
[image: ]
Distribution of words (source: author)
The distribution is right-skewed with a median equal to 30. Overall, it can be observed that reviews tend to be relatively concise, often comprising only a few sentences, with occasional exceptions. Another observation is the distribution of review ratings, depicted below (Figure 10):
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Distribution of ratings (source: author)

Since the count axis is log-scaled we can see that 5-star rating is prevalence compared to other ratings.
This dataset has a major limitation since it does not have the desired granularities for cluster evaluation. Our initial dataset is composed of textual user feedback and is associated with the company names to which each comment pertains. For our evaluation, we have selected feedback related to four distinct companies (Table 12):
Selected companies for evaluation process
	Company name
	Number of reviews

	Rosneft
	388

	Shokoladnitsa
	348

	Sovcombank
	239

	Sportmaster
	211



These companies were deliberately chosen to cover a broad spectrum of industries, ensuring that the dataset encapsulates a diverse range of topics and language use. Rosneft operates within the oil and energy sector, Shokoladnitsa represents the food and beverage industry, Sovkombank is from the financial services sector, and Sportmaster is a retailer in the sporting goods industry.
[bookmark: _oktnp83mgq33][bookmark: _Toc168163449]3.3. Text clusterization
[bookmark: _bxofye9bkrh0]In this chapter, we delve into the clusterization experiments conducted to analyze textual user feedback through the lens of Business Analytics. The focus of these experiments is to leverage machine learning techniques, particularly cluster analysis, to discern patterns and groupings within user feedback. Such insights can be pivotal for businesses to refine their products and services according to customer preferences and intent.
For our clusterization experiments, we chose the Amazon Massive Intent dataset from the Multilingual Text Embeddings Benchmark (MTEB). This dataset is multilingual and contains a variety of user intents extracted from Amazon. It was selected due to the availability of ground truth labels, which are essential for calculating clustering metrics. We extracted only the Russian subset of the dataset to align with our initial dataset's language, which comprises geo-based comments in Russian. While the initial dataset lacked labels, making metric calculation infeasible, the Amazon Massive Intent' dataset provided a suitable alternative with its labeled data. The Russian subset of this dataset contains 2033 samples for validation and 2974 samples for test. It has 59 distinct user intent categories such as alarm_set, takeaway_order, play_radio etc which we have used as ground truth labels for clusterization.
We employed the BERTopic library for clustering analysis. BERTopic is a topic modeling technique that utilizes transformers and c-TF-IDF to create dense clusters, allowing for the extraction of topic representations from textual data. The clustering pipeline in BERTopic follows several steps:
· Embedding: Textual data is converted into numerical representations using pre-trained transformer models.
· Dimensionality Reduction: Techniques such as UMAP are applied to reduce the dimensions of the embeddings while preserving their structure.
· Clustering: The dimensionality-reduced data is clustered using algorithms such as HDBSCAN or K-Means.
For our experiments, we utilized the K-Means algorithm for clustering, with the number of clusters (`k`) set to 59 to match the distinct ground truth labels in our dataset. Our experimentation included a grid search over various parameters: embedding models, UMAP n_neighbours, UMAP n_components using the following embedding models, which are currently leading the 'encodechka' Russian benchmark for general text embeddings (Table 13):
Embedding models
	Embedding models
	Top-3 models according to the 'encodechka' Russian benchmark for general text embeddings
	[
 'intfloat/multilingual-e5-base', 
'sentence-transformers/paraphrase-multilingual-mpnet-base-v2’, 
'cointegrated/LaBSE-en-ru’
]

	UMAP n_neighbors
	Regulates the local versus global structure preservation, with lower values emphasizing local structure.
	[5, 15]

	UMAP n_components
	This parameter determines the dimensionality of the space after reduction.
	[5, 10]



To quantitatively assess the performance of our clusterization approach, we employed two metrics:
· Adjusted Rand Index (ARI): ARI measures the similarity between two clusters by considering all pairs of samples and counting pairs that are assigned in the same or different clusters in the predicted and true clusters. The ARI score is normalized against chance grouping, with a score of 1 indicating perfect agreement, and a score of 0 or lower indicating no agreement or chance-level agreement.
· Accuracy via the Hungarian Algorithm: This metric first finds the best one-to-one mapping between the clusters and the ground truth labels using the Hungarian algorithm. It then calculates the accuracy of the assigned clusters with respect to the true labels. The accuracy metric provides a straightforward proportion of correctly assigned instances.
Comparison of models’ scores
	Model
	n_neighbors
	n_components
	Validation ARI
	Validation Accuracy

	intfloat/multilingual-e5-base
	15
	5
	0.35
	0.48

	intfloat/multilingual-e5-base
	15
	10
	0.35
	0.48

	intfloat/multilingual-e5-base
	5
	5
	0.34
	0.47

	intfloat/multilingual-e5-base
	5
	10
	0.33
	0.47

	sentence-transformers/paraphrase-multilingual-mpnet-base-v2
	15
	10
	0.3
	0.47

	sentence-transformers/paraphrase-multilingual-mpnet-base-v2
	5
	10
	0.3
	0.46

	sentence-transformers/paraphrase-multilingual-mpnet-base-v2
	15
	5
	0.31
	0.46

	sentence-transformers/paraphrase-multilingual-mpnet-base-v2
	5
	5
	0.28
	0.45

	cointegrated/LaBSE-en-ru
	15
	5
	0.32
	0.44

	cointegrated/LaBSE-en-ru
	15
	10
	0.29
	0.42

	cointegrated/LaBSE-en-ru
	5
	10
	0.27
	0.41

	cointegrated/LaBSE-en-ru
	5
	5
	0.25
	0.39




Table 14 displays the ARI and accuracy scores obtained from evaluating the clustering performance on the validation set for each combination of embedding models and UMAP parameters.
From the results presented in the table, we observe that the 'intfloat/multilingual-e5-base' model consistently outperformed the other models across different parameter settings. The highest ARI score of 0.35 and accuracy of 0.48 were achieved with this model when the number of neighbors (`n_neighbors`) was set to 15, irrespective of the number of components (`n_components`). This suggests that, for this dataset, a more global structure is favored over local structure when it comes to achieving optimal clustering performance.
The 'sentence-transformers/paraphrase-multilingual-mpnet-base-v2' model displayed moderate performance with an ARI score ranging from 0.28 to 0.31 and accuracy between 0.45 and 0.47. The results indicate that the model's performance is slightly sensitive to the `n_neighbors` parameter but less affected by changes in the `n_components`.
On the other hand, the 'cointegrated/LaBSE-en-ru' model underperformed in comparison to the other two models, with ARI scores and accuracies consistently lower across all parameter configurations. The best scores for this model were an ARI of 0.32 and an accuracy of 0.44, achieved with `n_neighbors` set to 15 and `n_components` set to 5, once again suggesting a preference for global over local structure.
In conclusion, our experiments suggest that the choice of embedding model plays a crucial role in the clusterization of textual user feedback. While the `n_neighbors` parameter also impacts the clustering outcome, the `n_components` parameter appears to have a less pronounced effect. 
These insights are valuable for businesses seeking to extract actionable intelligence from textual user feedback. By selecting the appropriate machine learning approaches and parameters, companies can better understand customer intents and, as a result, make more informed decisions to enhance their offerings and customer satisfaction. We intend to use the intfloat/multilingual-e5-base with n_neighbors=15 and n_components=5 for our service as the best performing model based on our experiments.
[bookmark: _Toc168163450]3.4. Creating cluster representation with Large Language Models
The utility of these clusters can be significantly enhanced when they are made more interpretable and actionable. To this end, we introduce a method that uses large language models (LLMs) to generate summaries for each feedback cluster.
The generation of cluster short summaries aims to achieve two main goals. The first goal is to improve the interpretability of the cluster contents, making it more accessible to a broader audience. The second goal is to create a format that can be more readily used in decision-making processes thereby increasing the practical utility of the system. Compared to the systems discussed in the introduction of this thesis, the proposed method offers a distinct advantage. Traditional systems often rely on keywords or statistical representations to convey the contents of a cluster, which might not be as intuitive for non-technical stakeholders. By employing LLMs to articulate cluster sumaries, the method provides a more digestible and narrative-based understanding of user feedback. To produce these summaries, the process starts by selecting a representative sample of N texts from each cluster, mindful of the constraints on context length imposed by LLMs. We used  A prompt is then formulated to guide the LLM in producing a summary that is reflective of the cluster's contents. This prompt is designed to ensure that the LLM response is comprehensive and objective, maintaining the integrity of the user feedback. The generic structure of the prompt is as follows:
«Как можно коротко в несколько слов назвать этот кластер отзывов пользователей? Это название должно отражать мнение клиентов об организации, качестве услуг или недостатках.        
Ключевые слова для кластера: {keywords}
Отзывы пользователей: {review list}
В ответ напиши только название кластера.»
In sum, the deployment of LLMs for generating summaries of feedback clusters is an innovative addition to our business analytics toolset. This approach focuses on improving both the interpretability and the practical application of clustered user feedback. This development not only facilitates a connection between data analysis and business decisions but also contributes a new perspective to the analysis of user feedback in the context of advanced machine learning.
[bookmark: _Toc167215343][bookmark: _Toc168163451][bookmark: _Hlk167222378]Summary of Chapter 3
In Chapter 3, we examine the practical aspects of building the key components of our review analytics service using machine learning, specifically sentiment analysis, text clustering, and cluster representation through topics.
In section 1, we examine the construction of our sentiment analysis model using a diverse dataset of 210,000 reviews from multiple sources, ensuring broad applicability. We compare two approaches: a traditional TF-IDF+CatBoost method and a modern BERT-based deep learning model. Through extensive hyperparameter tuning and evaluation, we find that the BERT model significantly outperforms the TF-IDF+CatBoost model, achieving a higher F1 score of 0.80 versus 0.71.
In the next section we analyze the Geo Reviews Dataset 2023 from Yandex, containing 500,000 anonymized reviews of Russian establishments. Through Exploratory Data Analysis (EDA), we identify patterns in review distribution, length, and ratings. We focus on comments from four companies: Rosneft, Shokoladnitsa, Sovcombank, and Sportmaster. To evaluate clustering algorithms, we manually label comments into clusters. This provides benchmarks and insights to improve our sentiment analysis model.
In section 3, we conduct clustering experiments using the BERTopic library on the Amazon Massive Intent dataset's Russian subset. We use the K-Means algorithm with 59 clusters and test various embedding models and UMAP parameters. Our evaluation metrics, Adjusted Rand Index (ARI) and accuracy via the Hungarian Algorithm show that the 'intfloat/multilingual-e5-base' model with 15 neighbors and 5 components performs best, achieving an ARI of 0.35 and accuracy of 0.48.
In the last section, we use large language models (LLMs) to generate cluster summaries. Using a structured prompt, we use the LLM to provide concise, narrative-based summaries of user feedback clusters.

[bookmark: _Toc168163452]CHAPTER 4: Backend and frontend implementation
[bookmark: _sf6z8p3mqbin][bookmark: _Toc168163453]4.1. System design and service architecture
Our service architecture is created to translate the complexity of ML into actionable insights that can be easily accessed and understood by professionals across the spectrum, including those without a technical background such as product managers and marketing specialists. The significance of deploying such a system lies in its potential to democratize the use of advanced analytics, empowering decision-makers to derive value from user feedback with greater precision and less reliance on data scientists. The service proposed in this thesis is structured around five core modules, each serving a distinct role in the process of transforming raw user feedback into structured, insightful information. The schema of the service (Figure 11):
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Architecture of the analytical service (source: author)
1. The interaction with the service is facilitated through a Telegram chatbot, which acts as a user interface (UI). This familiar messaging environment ensures that users can interact with the system in an intuitive manner. The Telegram bot is implemented in Python using the python-telegram-bot library, which provides robust support for handling asynchronous requests from different users. This ensures that the bot can efficiently manage multiple interactions simultaneously, providing a seamless experience for users. The bot is hosted on a virtual machine, which enables Telegram users from all over the world to access and use the service without any geographical limitations. For more detailed information on the UI implementation of the chatbot, please refer to section 4.2, "Implementation of a Chatbot for User Interface." The implementation can be found here: github.com/zemerov/text-clusterization/blob/main/src/bot.py
2. At the heart of the service lies the sentiment analysis module, leveraging a state-of-the-art transformer model whose selection and intricacies have been elaborated upon in the previous chapter. This module can interpret the emotional undertones of textual feedback, providing a foundational layer of quantitative analysis. The module uses the BERT-base model implemented with the transformer’s library. The size of the model is 110 mln. parameters. It utilizes batched inference to increase the speed and throughput, ensuring efficient processing of large volumes of text data. The sentiment analysis functionality is encapsulated in the SentimentClassifier class. This class maps sentiment IDs to human-readable labels and vice versa, allowing for straightforward interpretation of the model's output. The classifier is initialized with a pre-trained BERT model, which is loaded and moved to the specified device (CPU or GPU). The batch size for inference can be configured to optimize performance based on the available computational resources. The implementation can be found here: github.com/zemerov/text-clusterization/blob/main/src/sentiment_classifier.py
3. Complementing the sentiment analysis is the text clusterization module. This component utilizes a SentenceTransformer to encode user feedback into vector representations, which are then grouped using a classical clustering algorithm. Specifically, the module employs BERTopic for clustering, which is initialized with an embedding model and configured to handle a minimum topic size to ensure meaningful clusters. The Clusterizer class manages this process, fitting the model to the textual data and predicting distinct topics. It also creates a mapping of texts to their respective clusters and generates a summary of the keywords associated with each cluster. To make the cluster outcomes more digestible, a Language Model for short summaries creation encapsulates the essence of each cluster, enabling quick comprehension of underlying themes and topics. This is achieved through the OpenAIAPIWrapper class, which interfaces with the OpenAI API to generate concise summaries for each cluster. The wrapper constructs prompts that include key cluster keywords and a sample of user comments, then sends these prompts to the OpenAI model (e.g., GPT-3.5-turbo) to receive a summary. The summaries are designed to reflect the opinions, quality of services, or shortcomings highlighted by users, providing a clear and concise label for each cluster. This combined approach ensures that the text clusterization module not only groups similar feedback but also provides clear, concise summaries that capture the essence of each cluster, making the insights easily accessible and actionable.
The implementation can be found here: github.com/zemerov/text-clusterization/blob/main/src/openai_api_wrapper.py and github.com/zemerov/text-clusterization/blob/main/src/clusterizer.py 
4. Data integrity and retrieval are managed by a database module, implemented using SQLite3. This lightweight, yet robust system ensures that all processed information is stored securely and can be accessed efficiently for subsequent analysis. The database is structured into three interconnected tables, each tailored to handle specific aspects of the user feedback and its subsequent analysis. The first table, `geo_comments`, serves as the repository for raw user feedback. Each record in this table represents an individual piece of feedback and contains fields for a unique identifier, the user's name, their address, the given rating from 0 to 5, the relevant rubric or category, and the textual content of the feedback itself. The detailed explanation of the data was given in the previous chapter. This structure ensures that all pertinent details associated with the feedback are captured and stored in a methodical fashion. The second table, `comments_analysis`, links the analytical results to the original feedback. Each record is associated with a `geo_comments` entry through its `id`, which serves as a foreign key as well as the primary key in this context. The `comments_analysis` table holds the results of the sentiment analysis and the cluster affiliation derived from the text clusterization process. Lastly, the `clusters` table encapsulates the outcome of the clustering process. Each cluster is uniquely identified by a `cluster_id` and is associated with the names derived from `geo_comments` entries through the `name` field. The table also includes a field for `keywords`, capturing the most significant terms associated with each cluster, and a `description`, which holds the summarized representation of the cluster's content, created by the Language Model. This relational database design ensures that the system maintains a high level of data normalization, minimizing redundancy and enhancing data integrity. The use of foreign keys establishes relationships between the tables, allowing for complex queries to be executed with ease and efficiency. The database schema below provides a solid foundation for the service's analytical module to perform its visualizations, reflecting the interconnectedness of user feedback, sentiment analysis, and clustering results (Figure 12). The implementation can be found here: github.com/zemerov/text-clusterization/blob/main/src/database_manager.py.
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Database architecture (source: Author)
5. Finally, the analytical module plays a pivotal role in visualizing the insights derived from user feedback. Through interactive dashboards and reports, users can effortlessly explore the results, identify trends, and make data-driven decisions with confidence. This module is managed by the DataVisualizer class, which provides various methods for creating insightful visualizations. The DataVisualizer class is initialized with a path to save the generated plots. It offers several key visualization methods: Top Bar Plot, Vertical Bar Chart and Word Clouds. All these plots are made with maplotlib and seaborn python packages. The Top Bar Plot is a detailed horizontal bar plot, showing the distribution of sentiments within the top clusters of user feedback. It uses color coding to differentiate between positive, neutral, and negative sentiments, and includes annotations to indicate the percentage of each sentiment within the clusters. The second visualization is a vertical bar chart that summarizes the number of reviews by sentiment. This chart provides a quick visual summary of the overall sentiment distribution, making it easy to see the proportion of positive, neutral, and negative feedback. The third approach creates word clouds for each sentiment category, highlighting the most frequently mentioned words in the feedback. These word clouds help in identifying common themes and topics within each sentiment category, providing a visual summary of the key points mentioned by users. For more detailed information about the plots and their creation, please refer to chapter 4.3, "Report Creation." The implementation can be found here: github.com/zemerov/text-clusterization/blob/main/src/visualizer.py
The service provides a streamlined workflow for users to obtain analytics on a specified company's feedback. The visualization of the process can be found at the beginning of the chapter. The process begins when a user submits a query with a company's name through the chatbot interface. In response to this request, the system initiates a search for pre-existing results in the cache, which essentially entails checking if the comments have been previously clustered and analyzed. This check is conducted through a sql-query for the geo_comments table. If cached data exists, indicating that the analysis has been performed before, the system bypasses the need for reprocessing and swiftly advances the precomputed sentiments and cluster data to the analytical module. This module can generate visualizations on-the-fly, enabling real-time and flexible representation of insights without the need for persistent storage of visual data. In cases where cached results are absent, the service proceeds to extract the necessary comments for the specified company from the geo_comments table. Subsequently, the sentiment analysis and text clusterization modules are called upon to process these comments. Once the analysis is complete, the results are systematically stored back into the database, specifically within the comment_analysis and clusters tables for future retrieval and cache benefit. This architecture, where the database acts as a proxy, ensures that there is no direct interaction between the various service modules. All data transfer occurs through the structured storage system. Such a setup enhances the flexibility and reliability of the service. With cached results facilitating rapid analytics and a microservices approach allowing each component to operate independently, the service achieves a balance of efficiency and robustness. Users are thus provided with an end-to-end solution that not only delivers timely analytics but also adapts to their evolving needs with minimal latency.
Further enhancing the practicality of the service, the entire system is containerized using Docker. This encapsulation ensures that the service can be seamlessly deployed and maintained within a production environment. The Docker container is designed to be compatible with Kubernetes (k8s) clusters, aligning with the infrastructure at VK. The containerization strategy provides a portable and scalable solution, enabling rapid deployment to a k8s cluster which supports high availability and efficient distribution of workloads. The combination of a publicly accessible codebase and advanced containerization techniques positions the service as production-ready, catering to the demands of enterprise-grade infrastructures and paving the way for robust, real-world applications.
In the spirit of transparency and collaboration, the complete source code for the service described in this thesis is publicly accessible at the following GitHub repository: https://github.com/zemerov/text-clusterization. The use of Git as a version control system was integral throughout the development of this service, allowing for systematic collaboration between the authors of the thesis. This system of versioning not only facilitated concurrent contributions but also ensured a cohesive evolution of the codebase with a clear historical record of changes and enhancements.
[bookmark: _ebl4eig2qcal][bookmark: _Toc168163454]4.2. Implementation of a Chatbot for User Interface
The UX/UI module of the text analytics service is designed with a focus on accessibility and user engagement, employing an interactive chatbot interface. This choice is rooted in the intuitive nature of conversational interfaces, ensuring a seamless and user-friendly experience for individuals interacting with the tool. Below, we delve into the intricacies of the chatbot's functionality and user interaction flow.
Upon accessing the chatbot via a provided link, users are seamlessly guided into initiating a dialogue. The chatbot warmly greets them and prompts them to select a company for reviews analysis. This selection can be made conveniently in one of two ways: either by manually entering the company name or by choosing from a curated list presented by the bot through an interactive panel interface. The example of such panel is presented in Figure 13.
[image: Изображение выглядит как текст, снимок экрана, прямоугольный

Автоматически созданное описание]
Company choice panel (source: author)
If the manually entered company name is not found in the database, the user is notified with a corresponding message and can enter the company name again. It is important to note that such a situation may arise either due to the absence of reviews about the company in the service's databases or due to an error in the entered name. Additionally, the problem may arise from various variations of the company name or its subsidiaries. Therefore, to develop a more "intelligent" service in the future, a feature is planned to be introduced to detect such errors and suggest the corrected name to the user.
Assuming there are reviews available for the selected company, the next logical step is to check for existing cached clustering and sentiment analysis results for the company's reviews. In the absence of such results, the bot sends a request, which is then passed to the service's machine learning modules. If results are available, the user is provided with the previously conducted analysis results. In this case, it is important to note that the current version does not consider the date of the last review clustering for the company. Since there may be a situation where clustering was conducted relatively long ago and new reviews have since appeared, this may affect the relevance of the presented results. As an improvement, additional checks on the freshness of the last clustering are planned, if available, and based on this, a decision will be made on whether to conduct a new clustering.
Upon completion of clustering, users are presented with detailed analysis results along with the option to download a file containing comprehensive data on review clusters and sentiment analysis. This empowers users to conduct their own in-depth analyses and derive actionable insights tailored to their specific needs. Below, we outline the step-by-step process of user interaction with the chatbot, ensuring clarity and transparency in navigating the service's functionalities (Figure 14):
[image: Изображение выглядит как снимок экрана, текст, диаграмма, дизайн

Автоматически созданное описание]
Process of a user’s interaction with the Chatbot (source: author)
[bookmark: _k0uh1befal0][bookmark: _Toc168163455]4.3. Report creation
The key component of the analytical service is the report generation module, which contains the results of applying machine learning algorithms to text analysis. When creating the report, we considered the needs of our target users - non-technical specialists - which include simplicity and interpretability. The report is based on data from the database, including reviews and their sentiments, as well as the created clusters of reviews. To ensure interpretability, it is important to create an optimal number of charts that, on one hand, cover the valuable results obtained through machine learning, and on the other hand, do not overwhelm users with excessive information.
We decided to focus on 4 business questions:
1. What categories do the company reviews fall into?
The conducted clustering can help answer this question. Additionally, users may be interested in the distribution of reviews across clusters. It is important to note that for non-technical specialists, the concept of "cluster" is preferably replaced with "category".
2. How many positive, negative, and neutral reviews are there?
The results of sentiment analysis will help answer this question. The distribution of review clusters by sentiments can also be a source of valuable information.
3. What is the difference in territories where the company operates (sales points, cities)?
How many positive and negative reviews are there in different stores or sales points? Company managers present in different locations may also be interested in the distribution of user sentiment ratings by cities.
4. What phrases are most popular in company reviews?
Reputation is crucial for most companies. For PR and marketing specialists, identifying the most positive or negative connotations in user reviews can serve as a source of ideas for a new reputation improvement campaign.
For answering each of the provided questions, we utilize data visualization. The Table 15 below presents information about the used charts.
Business questions for data visualization
	№
	Business Question
	Chart Type
	Name of the Chart
	Example

	1, 2
	What categories do the company reviews fall into? How many positive, negative, and neutral reviews are there?
	Bar chart (stacked with sentiment label)
	Top categories of reviews
	See Appendix 1

	2
	How many positive, negative, and neutral reviews are there?
	Donut chart / Bar chart
	Reviews by sentiment
	See Appendix 1, 5

	3
	What is the difference in territories where the company operates (sales points, cities)?
	Donut chart / Map / Bar chart
	Reviews by city / sales point / region
	See Appendix 5

	4
	What phrases are most popular in company reviews?
	Wordclouds
	Keywords: positive / negative / neutral (separate chart for each sentiment)
	See Appendixes 2-4



[bookmark: _Toc167215348][bookmark: _Toc168163456]Summary of Chapter 4
In the first section, we discuss the system design and service architecture, designed for transformation of intricate machine learning concepts into practical business insights. Our system's five main modules, including sentiment analysis and text clustering, help turn raw user feedback into organized data. Through the chatbot, users can easily interact with the system, querying specific companies for review analysis.
In section 2, we identify the implementation of a chatbot for user interface and describe the process of user’s interaction with chatbot.
In section 3, we define the report creation module, emphasizing how it provides valuable insights tailored to address specific business questions, enabling informed decision-making by presenting machine learning results in a clear and interpretable manner.
In the last section, we focus on creating user-friendly reports to present machine learning analysis results. The reports are designed for non-technical specialists and prioritize simplicity and clarity. The reports answer five main business questions about customer sentiment, ensuring they meet the information needs of business stakeholders.

[bookmark: _b1ru0d2t0n03][bookmark: _Toc168163457]CHAPTER 5: Solution integration and financial justification
[bookmark: _g7hterjjn77h][bookmark: _Toc168163458]5.1. Potential benefits for corporate development
The text review analytics service offers numerous benefits for business development. Implementing this service to enhance the existing VK Predict and VK Maps geo-analytics service will strengthen the company's competitive advantage.
Currently, the service primarily provides analytical solutions for external analytics, which includes competitor analysis, assessment of target audience accessibility in various locations, evaluation of the investment potential of commercial real estate, and other types of external analysis. In this domain, the created solution for sentiment analysis, review categorization, and identification of key topics, along with visualized analytics, can be used for:
· Evaluating the potential of locations based on analyzing customer dissatisfaction with competitors' products.
· Identifying the main pain points of consumers in the selected market across different locations. This offers clients an additional opportunity to choose the right strategy for interacting with consumers.
At the same time, VK Predict offers tools for internal analytics. In this area, the created service can be implemented to analyze user experience. Determining user sentiment through sentiment analysis and identifying causes of dissatisfaction through review clustering and topic identification will form the basis for understanding user pain points and issues.
Another potential application of the service is benchmarking user reviews based on sentiment analysis: comparing the sentiment scores of the company’s customers with those of its competitors.
The listed applications of the service can help improve the following metrics:
1. Customer Satisfaction Score (CSAT): 
This measures customer satisfaction based on how customers rate their interaction with the company. Monitoring customer reviews and identifying causes of dissatisfaction allows for timely resolution of product and service issues, thereby increasing user satisfaction.
2. Retention Rate (RR) and Customer Retention Cost (CRC): 
Timely detection of customer pain points and issues directly influences the speed of making appropriate decisions to improve weak areas of a product or service, preventing customers from switching to competitors. Additionally, using automated review analytics instead of manual analysis not only improves the quality of analytics but also saves on review processing costs, especially when dealing with a large volume of reviews. Thus, there is potential to improve the Customer Retention Cost metric.
3. Life-Time Value (LTV): 
LTV represents the total value a company can gain over the entire duration of its relationship with a customer. Retaining users by improving service quality based on analytics increases this duration, thereby enhancing the LTV metric
[bookmark: _2kdkgh9yal8x][bookmark: _Toc168163459]5.2. Cost structure and deployment restrictions
The financial feasibility and sustainability of any service are critical to its success and longevity in a production environment. The service for business analytics of textual user feedback, leveraging machine learning, is no exception. This subchapter presents a detailed analysis of the cost structure associated with the development, deployment, and ongoing maintenance of the service. It covers the initial costs involved in the creation and development, as well as the recurrent monthly costs necessary to support and sustain the service in a production setting.
For calculation we set the mean number of texts for one clusterization to 500, which is taken from our initial dataset. The comprehensive cost structure for the service is composed of the following elements:
· Computing Resources: Our service includes heavy computations including neural networks, database storage and backend infrastructure. The two transformer models are run on a CPU-based virtual machine. It is feasible to avoid using expensive GPU machines since analytics does not require instant answers. It is at a cost of 5000 rubles per month, based on VK Cloud pricing. This machine is capable of processing one clusterization every 10 minutes, summing up to 4320 requests monthly.
· Human Resources: A Middle ML engineer is crucial for maintaining the service, with a monthly cost of 199433 rubles, covering salary and related expenses.
· OpenAI API Usage: Clusterization of user comments necessitates interaction with OpenAI's GPT-4 model. The cost associated with each clusterization, comprising 500 user comments, is $0.2 or 20 rubles.
· YandexMaps API Usage: In addition to OpenAI's API, the YandexMaps API is employed for asquiring user comments, costing 150000 rubles per month for the lowest tier which is suitable for our case.
· Marketing Expenses: To ensure the service reaches its target audience and maintains a competitive edge, a fixed monthly budget of 150000 rubles is allocated for marketing activities.
· Service Integration: A full-stack developer is required for integrating the service into existing business workflows and systems. This role is budgeted at 81562.5 rubles per month, assuming a workload of 20 hours per week.
The monthly total cost () is the aggregate of the costs for OpenAI API usage (), YandexMaps API usage (), computing resources (, and human resources (,  marketing expenses (), and service integration () (Formula 11):
	

	(11)



With N representing the number of clusterizations serviced monthly, we define:

1. 
where Cost_per_clusterization_api is the cost of an OpenAI API request.
2. 
where Fixed_cost_ym is the monthly cost for the YandexMaps API usage.
3. 
where Fixed_cost_vm is the monthly cost of virtual machine usage.
4. 
where Fixed_cost_hr is the monthly cost for the Middle ML engineer.
5. = where Fixed_cost_mkt is the monthly cost for marketing expenses.
6.  = where Fixed_cost_int is the monthly cost for service integration.

Given that:
-  = 20 rubles
-  = 150000 rubles per month
-  = 5000 rubles per month
-  = 199433 rubles per month
-  = 150000 rubles per month
-  = 81562.5 rubles per month

The formula for the cost per clusterization () becomes (Formula 12):
	

	(12)


For an estimated volume of 2000 clusterizations in a month, the costs would be (Formulas 13-15):
	

	(13)

	


	(14)
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The cost structure of the textual user feedback analytics service has been carefully examined, considering multiple cost factors such as API usage for both OpenAI and YandexMaps, computing infrastructure, and human resource expenses. The financial model provided in this chapter yields a formula to calculate the cost per user request for clusterization. This cost analysis will serve as the foundation for setting service prices, allowing the provider to maintain transparency about operational expenses.List of resources for prices and cost estimations (Table 16):
Resources for financial estimation
	Entity
	Link

	ML engineer and Fullstack developer salary
	https://career.habr.com/salaries?qualification=Middle&spec_aliases[]=ml-engineer 

	OpenAI API prices
	https://openai.com/api/pricing/ 

	Yandex.Maps API prices
	https://yandex.ru/maps-api/tariffs 

	Virtual machines pricing
	https://cloud.vk.com/ 



[bookmark: _om9x3z9sqjqy][bookmark: _Toc168163460]5.3. Financial and pricing modeling
In the previous subchapter, we addressed the costs associated with implementing the Service for Business Analytics of Textual User Feedback. We determined the cost per clusterization as an operational metric for the service's deployment. In this chapter, we will develop a model to estimate the financial benefits that this service could potentially yield for VK Maps and VK Predict, operating within the GeoCursor product. To estimate the financial benefits, we will use a subscription-based revenue model, which is well-suited to the ongoing nature of user feedback analysis. Businesses require regular insights from user feedback to adapt and refine their offerings, making a subscription model appropriate for this context.
In our model, the revenue generated by the service will depend on two primary factors:
· The number of active subscriptions (N): This represents the number of customers who have subscribed to the service for the ongoing analysis of textual feedback.
· The monthly subscription price (P): This is the price charged to each subscriber for a predetermined quota of requests (in this case, a 50 requests quota).
The potential monthly profit (Π) can be calculated using the following formula:
	Π = (N * P) - C
	(16)


Where:
- Π represents the monthly profit,
- N is the number of subscribers,
- P is the monthly price per subscription,
- C is the total monthly cost of providing the service.

Given the cost per clusterization previously calculated (C_per_clusterization), the total monthly cost (C) can be further expressed as (Formula 17):
	
	(17)


The Total_clusterizations variable is a function of the total number of requests processed by the service within the month. If each customer is allotted a quota of 100 requests per month, then Total_clusterizations is the sum of all requests up to the quota for each subscriber. Any requests beyond the quota could be charged separately, which would increase potential profits but will not be considered in this basic model.
A critical component of pricing strategy is understanding the break-even point (BEP), which can be elucidated through a break-even analysis. This is a well-established financial calculation that determines the point at which total costs and total revenue are equal, resulting in neither profit nor loss. The break-even analysis is commonly used in business planning to ensure that pricing strategies are viable and to set realistic sales targets (Drury, 2018).
The break-even point (BEP) for our service can be calculated by the following formula (18):
	BEP = C / P
	(18)


Where:
- C represents the total monthly costs,
- P is the price per subscription.
At the BEP, the service would be at a position where the revenue generated from the subscriptions just covers the cost of providing the service, indicating the minimum number of customers required to sustain the service financially.
[image: ]
Break-even point 
In Figure 15 the BEP value for our feature is equal to 16099.5. So, this is the minimum price for the subscription which is profitable for the company. We will consider higher values to perform sensitivity analysis which is described further.
Sensitivity analysis is another crucial technique widely used in financial modeling to predict the outcome of a decision given a certain range of variables. By altering one or more inputs (in this case, the number of subscribers and the monthly subscription price), we can observe the effects on the outcome (profitability) (Saltelli et al., 2004). It allows a company to anticipate the impact of changes in the market and adjust their strategies accordingly.
For our model, sensitivity analysis will help to determine how sensitive the potential profits are to changes in the subscription price and customer base. It is a valuable tool for risk assessment and decision-making in pricing strategies, as it can help identify the most influential factors on revenue and profit margins.
[image: ]
Sensitivity analysis of potential profit
In Figure 16 we present a sensitivity analysis that illustrates the relationship between the number of customers and the potential profit for three distinct subscription price points: 15,000 rubles, 20,000 rubles, and 25,000 rubles. The analysis is crucial in understanding how the number of subscriptions impacts the profitability of the Service for Business Analytics of Textual User Feedback at varying price levels. The resulting plot displays three curves, each representing a different subscription price, across a range of customer counts. The X-axis quantifies the number of customers subscribing to the service, while the Y-axis measures the potential profit in rubles. These curves enable us to observe the incremental profit growth as customer numbers increase for each subscription price. The curve corresponding to the 15,000 rubles subscription price illustrates a moderate increase in potential loss as customer numbers grow. In contrast, the 20,000 rubles and 25,000 rubles price points depict steeper inclines in profit, indicating a more significant profit response to increases in the customer base. In our sensitivity analysis, a particularly noteworthy observation is made at the 20,000 rubles subscription price point. Should the service succeed in attracting 1000 clients, the analysis forecasts a substantial monthly profit of up to 4 million rubles. This projection assumes that each client utilizes the full quota of 100 requests per month, translating the fixed cost structure and the subscription revenue into a highly profitable venture at this scale. This finding underscores the potential for significant revenue generation through the adoption of a pricing strategy that carefully considers market positioning and value delivery. At a subscription price of 20,000 rubles, there is a strong indication that the service can achieve a considerable profit margin, provided that the customer base reaches the 1000 clients milestone. This revenue potential is a compelling argument for investment in marketing and sales initiatives that could expand the service's customer base to this level.
The analysis demonstrates that higher subscription prices lead to increased potential profits at a faster rate for the same increment in the number of customers. It is important to note, however, that market dynamics, such as demand elasticity and competition, might influence the actual number of subscriptions sold at these price points.
It is important to note that this model assumes a constant subscription price and does not account for potential churn rates, variations in customer usage patterns, or additional revenue from processing requests beyond the quota. Furthermore, it does not incorporate other potential costs such as marketing, sales, and additional overheads that may impact the final profit figures. This model provides a simplified estimation of the potential financial benefits that the Service for Business Analytics of Textual User Feedback could bring to VK Maps and VK Predict within the GeoCursor product. While based on theoretical assumptions, this model serves as a foundation for more complex financial forecasting and can be adjusted as more data becomes available or as the service evolves.
[bookmark: _Toc168163461]Summary of Chapter 5
In Chapter 5, we cover the integration of our text review analytics service into VK Predict's geo-analytics platform and justify and build a financial model. 
Our service enhances VK Predict by adding sentiment analysis, review categorization, and key topic identification, improving metrics like Customer Satisfaction Score (CSAT), Retention Rate (RR), Customer Retention Cost (CRC), and Life-Time Value (LTV). 
We analyze service costs including computing resources at 5000 rubles per month, a Middle ML engineer at 199433 rubles per month, OpenAI API at 20 rubles per 500-comment clusterization, and YandexMaps API at 150000 rubles per month. With an estimated 2000 clusterizations monthly, the total cost is 625995 rubles, or 321,99 rubles per clusterization. 
In addition, we created a financial model to estimate how much money the Service for Business Analytics of Textual User Feedback could make for VK. Using a subscription-based approach, we calculated the potential monthly profit and identified the break-even point (BEP) of 16099.5 rubles, which tells us the minimum number of customers needed to cover costs. Our sensitivity analysis showed how changes in subscription prices (15,000 rubles, 20,000 rubles, and 25,000 rubles) and customer numbers affect profits, with higher prices leading to greater profits. For example, at a subscription price of 20,000 rubles, attracting 1000 clients could result in a substantial monthly profit of up to 4.5 million rubles. Although our model is simple and doesn't consider all possible factors, it provides a basic framework for predicting financial outcomes and planning strategies. Future improvements can include more detailed data and additional factors to make the model more accurate and useful.

[bookmark: _1yk6f1gml22p][bookmark: _Toc168163462]Conclusion
In our master's thesis, we developed a business analytics service for text reviews for VK Predict. The implementation of the service can be found here: github.com/zemerov/text-clusterization. The created service consists of five main modules: 
1. User interface: user interaction with the service occurs through a Telegram chatbot module, chosen for its simple interface. 
2. Data storage: all data manupulations are handled by a database, which we developed using SQLite3. 
3. Sentiment analysis: classification model categorizes reviews into one of three categories: positive, neutral, or negative. Model is a deep neural network based on transformer architecture.
4. Text clustering: reviews are grouped together based on semantic using machine learning algorithms such as UMAP and HDBSCAN and then each cluster get meaningful description with Large Language Model. 
5. Analytics module: plots and visualization are created to show results of the sentiment and clustering modules.
While creating service for business analytics of textual user feedback we have found answers for 3 main research questions stated in the beginning of this master thesis:
1. How to develop a user-friendly service for reviews analysis tailored for non-technical specialists?
We developed a user-friendly service by leveraging a Telegram chatbot module for user interaction. This choice was driven by the simplicity and widespread familiarity of the Telegram interface, which ensures accessibility for non-technical specialists. The chatbot module allows users to easily input textual feedback and receive analytical insights without needing to understand the underlying technical complexities. To further ease information acquisition, we created several plots and figures based on sentiment, clusters, geographical, and organizational features. These visual aids help users quickly grasp the key insights from the data.
2. What is the most effective method for sentiment analysis in Russian language texts?
Through extensive experimentation, we determined that modern BERT-based deep learning models significantly outperform traditional TF-IDF+CatBoost methods for sentiment analysis in Russian language texts. Our sentiment analysis model was trained on a diverse dataset of 210,000 reviews from multiple sources. The naive TF-IDF solution achieved an F1 score of 0.71, while the BERT model achieved an F1 score of 0.8, resulting in a 0.09 gain in performance. This demonstrates the superior accuracy of the BERT model in classifying sentiments.
3. How can traditional text clustering methods be enhanced through the integration of Large Language Models (LLMs) to improve the interpretability of analytical outcomes?
We enhanced traditional text clustering methods by integrating Large Language Models to generate cluster summaries. Using the BERTopic library on the Amazon Massive Intent dataset's Russian subset, we identified optimal models and parameters for clustering through a gridsearch algorithm. The further integration of LLMs allowed us to produce concise, narrative-based summaries of user feedback clusters, significantly improving the interpretability of the analytical outcomes. This approach provided clear and actionable insights from the clustered data, making it easier for non-technical users to understand and act upon the analysis.
One of the main limitations of our work is the reliance on an existing open dataset of reviews. Although this dataset has been minimally processed, excluding only overly short reviews, it removes the necessity to develop our own data preprocessing methods. Additionally, the quality of the reviews is a concern, as some may be fake. To address these limitations in future work, a more advanced review processing pipeline should be developed. This will enhance the data quality and reliability for subsequent analysis.
Another limitation of our work is the use of a chatbot as the user interface. Despite the simplicity of this solution, a chatbot does not support more advanced analytical tools, such as interactive graphs. The source data from Yandex.Maps includes information on the addresses of various company points of sales on which reviews are left. In our service, this data is analyzed in a limited format. To overcome this limitation, VK Predict could implement a more advanced UI, such as a dashboard, which would enable more sophisticated and interactive data visualizations.
While our research demonstrates the effectiveness of modern machine learning techniques, it is important to acknowledge the limitations and potential biases inherent in these algorithms and models. Machine learning models, including BERT, are highly dependent on the quality and diversity of the training data. Any biases present in the training data can be learned and perpetuated by the models, leading to skewed or unfair outcomes. Lastly, while our clustering methods and LLM integrations provide improved interpretability, they may still require further refinement to ensure that the generated summaries are fully representative of the underlying data.
Our research demonstrates the effectiveness of combining modern machine learning techniques with user-friendly interfaces and advanced language models to create a robust service for business analytics of textual user feedback. This service not only enhances sentiment analysis and text clustering but also ensures that the insights are accessible and interpretable for non-technical users.
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