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Description of the goal, tasks and
main results the research

This study aimed at finding out how to predict and
stimulate full-capacity usage of learning management|
systems among faculty members in Russia. In order to
attain this goal, it was necessary to propose a model for
LMS adoption among Russian faculty, empirically|
verify this model, and formulate recommendations for|
directors of universities and LMS providers based on
empirically verified model.

It turned out that user motivation part of technology
acceptance model (TAM) held true for Russian
context. On top of that, personal innovativeness,
facilitating conditions and system quality were found
to be significant predictors of cognitive response
towards an LMS and eventually its actual usage. The
most effective facilitating conditions are simple and
reactive assistance, as well as negative motivation in &
form of compulsion. The most important aspects of
system quality are functionality, interface and
effectiveness in tracking students’ performance.
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INTRODUCTION

It is undebatable at this point that digital technologies play a focal role in education [Harrison et
al., 2018]. Even though teachers and students return to classes and offline education prevail again
after COVID-19 pandemic, learning management systems, along with other educational
technologies, serve as indispensable assistance for instructors, striving to provide uninterrupted
access to education, create knowledge-sharing culture, and encourage students to participate in
curriculum activities [Fathema et al., 2015; Waheed et al., 2016]. This study investigates adoption
of this type of technology among faculty members in Russia — or, in other words, how Russian

professors come to accept and use learning management systems.

Research gap, which defines theoretical significance, is in absence of empirically verified model
of LMS adoption in Russian context. As long as existing models for other countries are highly
contextual and need to be re-considered when applied to a different setting [Fathema et al., 2015],
they are to serve as a base for the current study, but by no means as a substitute. Another aspect of
theoretical significance revolves around the fact that existing studies on LMS adoption treat the
dependent construct of actual usage as a unidimensional latent variable consisting of items
reflecting extent of usage in general (e.g., “To what extent do you use LMS?’ [ibid.]). However,
as long as current research is focused on faculty (who are to choose functions to be used
themselves), and not on students (who operate in already predefined settings), it seems justifiable
herein to approach actual usage as a multidimensional variable — consisting of usage intensiveness

(frequency) and usage extensiveness (number of functions used).

Summarizing on theoretical significance, current research is intended to contribute to theory via
proposing empirically verified model of LMS adoption among faculty members in Russia, with
the outcome construct of actual usage being treated multidimensionally. If proved statistically, the
latter approach may bring new revelations into the theory of edtech adoption — for example,
positive attitude towards particular technology might positively affect actual intensiveness of its

usage, but not extensiveness.

Practical significance (relevance) is emphasized by the current trend on the Russian market, where
organizations (and universities in particular) have to switch from foreign technologies to local
ones, as long as substantial number of foreign solutions are no longer available in Russia. Hence
a lot of faculty members are adopting new learning management systems now or will do it soon,
when licenses for foreign LMS are expired. This fact makes the issue of edtech adoption

increasingly relevant and topical in Russia, with heads of higher educational institutions drastically



needing a contextually verified model to understand and foster adoption of local LMS among

teaching staff.

Consequently, in terms of expected practical contribution, the final model is to be used by the
management of Russian universities, who invest substantial funds and efforts into learning
management systems and are interested in its intensive and extensive usage. The verified model
will help provide directors with recommendations on what to consider in the first place when
fostering adoption of LMS among faculty members (especially when switched from foreign to
local, as can be expected now). Moreover, local providers of learning management systems might
also be interested in the results, as long as the longevity of cooperation with an institution seems
to depend on the extent of the technology adoption among target users (professors). For example,
if a new system is not accepted by academicians, it is likely to be changed for another one. Thus,
the findings might be useful for local LMS providers who need to shape their product and its
promotion in a way that it will be accepted vastly by users, the majority of whom were forced to

change from a foreign one.

Consequently, the current research aims to find out how to predict and stimulate full-capacity

usage of learning management systems among faculty members in Russia.
The stated goal can be achieved via accomplishing the following tasks:

1. To propose a model that could explain LMS adoption in Russia based on existing studies
and local context

2. To empirically verify proposed model of LMS adoption in Russia

3. To formulate practical recommendations for directors of universities and providers of LMS

based on verified model of LMS adoption in Russia

In terms of structure of the work, chapter 1 will provide theoretical background for an empirical
study in chapter 2. Chapter 1 starts with introducing the phenomenon of learning management
systems and existing findings on peculiarities of their usage. Then we make and justify the choice
of the model that is meant to explain the adoption of those technologies. With the aim of specifying
the model correctly in given settings, we proceed to the analysis of similar studies, followed by
proposing a research model that illustrates a set of research hypotheses. In chapter 2, we begin
with describing the methodology of current research, then outline the characteristics of sample
obtained. After that, measurement model is introduced and refined, so that it is possible to safely
proceed with structural model and report its findings in paths analysis further on, accepting or
rejecting formulated hypotheses. Subsequently, some additional statistical tests are made based on

obtained findings, leading to more precise practical recommendations along with theoretical
8



implications. The chapter ends with outlining limitations of the current research, and suggesting

directions for further studies on LMS adoption among faculty members.

Current study will employ quantitative research methods, mainly PLS-SEM (partial least squares
structural equation modeling), which is generally used to model chain of effects with presence of
latent variables (measured indirectly in a set of observed items). Additionally, correlation analysis

will be used in order to specify SEM findings.

As for the sources of information to be used, this work is based firmly on the seminal paper of
Fred Davis called ‘Perceived Usefulness, Perceived Ease of Use, and User Acceptance of
Information Technology’, where he finalized his technology acceptance model (TAM), firstly
introduced in his doctoral dissertation, and suggested directions on its usage. Additionally, current
research builds on numerous studies that have utilized the concept of TAM to model adoption of
educational technologies: particularly, learning management systems among faculty members. On
top of that, a number of computer studies dedicated to learning management systems and their
usage are reviewed as well, with the aim of grasping peculiarities of technology in question, its

functionality and overall perception among target users (professors).



CHAPTER 1. THEORETICAL ASPECTS OF LEARNING MANAGEMENT SYSTEMS
ADOPTION

1.1. Learning management system as educational technology and peculiarities of its usage

Learning management system (LMS) is a «self-contained webpage with embedded instructional

tools that permit faculty to organize academic content and engage students in their learning»

[Gautreau, 2011, p. 2]. This tool belongs to a broad category of educational technology (EdTech),

which comprises digital technology used to facilitate learning [Oxford Languages]. Some popular

examples of LMS are Blackboard, Brightspace, Moodle, Canvas, iSpring and StartExam. They

generally presuppose the following functions available for teachers [Janossy, 2008; Rhode et al.,
2017; Dahlstrom et al., 2014; Jaschik et al., 2014]:

posting materials (syllabus, lecture slides etc.)

one-way communicating with students (making announcements with possible automated
mailing)

two-way communicating with students (creating forums for students’ public interactions
with each other and with a teacher)

collecting assignments (creating directory for students to submit their assignment files)
evaluating assignments (providing students with grades and possibly feedback on the
submitted assignments)

conducting tests (using system’s functionality to create and run quizzes for exams or other
evaluations with a possibility of automatically verifying answers on multiple-choice
questions)

entering student progress information (storing all grades within the system)

analyzing student progress information (investigating data on student performances —
means and deviations for conducted tests, overall distribution of student performances)

An example of LMS (Blackboard) is presented in the figure below:

10
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Figure 1. Example of LMS interface (Blackboard)

A number of research underline considerable investments into LMS and its insufficient
extensiveness of usage [Jaschik et al., 2014; Dahlstrom et al., 2014; Allen & Seaman, 2010],
meaning that the majority of faculty do not take advantage of advanced LMS functions, using only
the basic ones, such as posting course syllabus (78%), recording grades (58%), communicating
with students (52%) [Jaschik et al., 2014]. Indeed, [Hustad & Arntzen, 2013] confirm that most

academicians use LMS just as a supplement to their lectures.

In Russia particularly, pattern of LMS usage among faculty seems to be compliant with foreign
peculiarities. [Myxamer3snoBa u ap., 2016] report that learning management systems are
becoming more and more popular in Russian higher education institutions, with numerous options
available for implementation. Nonetheless, [Ckypuxuna, 2021] emphasizes that more than 70% of
LMS functionality is left unused by Russian faculty, which unites them with their foreign
colleagues. In the mentioned study, 78% of surveyed academicians explained their resistance to
full-capacity usage by an absence of stimulating conditions [ibid.]. Moreover, poor workability
(disruptions) was found to be the main reason for LMS undervaluation [ibid.]. The researcher also
revealed a negative correlation between faculty’s usage of different information technologies and
their difficulties in adopting an LMS, meaning that those who are willing to try out new systems

are more prone to using an LMS [ibid.].

Taking everything into consideration, it has become evident that both in Russia and in the rest of
the world learning management systems are becoming increasingly popular, but their usage among
faculty members is still far from being extensive, meaning that a lot of functions are not used.

Existing works on the Russian market tend to associate this phenomenon primarily with poor

11



system quality, lack of faculty’s innovativeness and absence of facilitating conditions. However,
the whole process of adoption must be approached systematically in order for findings to be
reliable and comprehensive enough. Hence it is necessary to choose a solid base to model this

process of adoption and specify it accordingly.

1.2. Modeling adoption of learning management systems

The model to be used for investigating adoption is TAM —technology acceptance model by [Davis,
1986], which is considered to be the most ground tool for analyzing acceptance of educational
technology [Abdullah & Ward, 2016; Sumak et al., 2011; Weerasinghe & Hindagolla, 2017].
[Sumak et al., 2011] provide an overview of the most prominent research on e-learning technology
acceptance, which points out the total dominance of TAM as a methodological tool to model the
mentioned process — 38 out of 42 studies (90%) featured this model, and very few based their work
on other concepts (UTAUT -2, 3-TUM -1, TTF - 1).

In TAM [Davis, 1989] proposed the following depiction of adoption process:

User Motivation

Perceived i
Usefulness \ i
i
/ ""r“it"f: i Actual
oward —— System
Perceived i
Ease of Use i

Design Cognitive Affective Behavioral
Features Response Response Response

Figure 2. Technology acceptance model (TAM) [Davis, 1989]

In general, it is noticeable that according to the model a unique set of contextual ‘design features’
(often referred to as ‘external variables’ in future studies) cause a particular cognitive response
(intellectual evaluation of the technology); this cognitive response forms affective response
(emotional evaluation of the technology), which, in turn, determine behavioral response (target

actions towards the technology) [ibid.].

In order to specify such kind of model in this study, it is thus necessary to identify contextual
predictors of cognitive response variables (perceived usefulness and perceived ease of use), which
are called ‘design features’ and are specific to the particular technology and geographical region.
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No research has applied TAM for investigating adoption of LMS in Russia yet. Hence it seems
relevant to review existing studies that used TAM to model LMS adoption among faculty members
in other countries, and find which external variables were proved to be robust predictors for either

PU (perceived usefulness) or PEOU (perceived ease of use) particularly for LMS.

[Fathema et al., 2015] in their research of American academicians identified significant positive
effect of Perceived Self-Efficacy (PSE) on both PU and PEOU. Additionally, they proved System
Quality (SQ) to be a robust predictor of PU and PEOU [ibid.]. [Fearnley & Amora, 2020] proved
exactly the same on the Philippin market. [Lavidas et al., 2022], focusing on Greek sample, agreed
with their American and Philippin colleagues on the effect of Perceived Self-Efficacy (PSE) on
PEOU, and also revealed significant positive influence of Subjective Norms (SN) and Image (I)
on PU, Facilitating Conditions (FC) and Technological Complexity (TC) on PEOU. [Waris &
Hameed, 2022] worked with Pakistani faculty members and noticed significant positive influence
of Innovativeness (INV) on PU, as well as the effect of User-Interface Design (UID) on both PU
and PEOU. [Alharbi & Drew, 2014] showed that Job Relevance (JR) is a robust predictor of PU
and PEOU in the Saudi Arabian context.

One can notice that all mentioned external variables fall into 3 categories, which are introduced

and summarized in the table below:

Table 1. Categorization of external variables in previous studies on LMS adoption

External variable
Category (proved predictor of Significance level

cognitive response)

Perceived Self-Efficacy (PSE) on:

e PU [Fathema et al., 2015;
Fearnley & Amora, 2020]

**
e PEOU [Fathemaetal., (0.02)
User characteristics 2015; Fearnley & Amora,
2020; Lavidas et al.,
2022]
Innovativeness (INV) on PU wxx (0,001)

[Waris & Hameed, 2022]
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External variable
Category (proved predictor of Significance level

cognitive response)

System Quality (SQ) on PU &
PEOU [Fathema et al., 2015; ***(0.001)
Fearnley & Amora, 2020]

o Technological Complexity (TC)
System characteristics ) ***(0.001)
on PEOU [Lavidas et al., 2022]

User-Interface Design (UID) on

PU & PEOU [Waris & Hameed, ***(0.001)
2022]
Subjective Norms (SN) on PU
_ **% (0.001)
[Lavidas et al., 2022]
Image (1) on PU [ibid.] *(0.05)
External characteristics Facilitating Conditions (FC) on - (0.01)
PEOU [ibid.] '
Job Relevance (JR) on PU &
***(0.001)

PEOU [Alharbi & Drew, 2014]

Compiled by the author

1.3. Proposed research model and hypotheses

As defined earlier, the proposed model will be based on the original TAM by [Davis, 1986]. Herein
in addition to basic connections (user motivation part), it is necessary to choose a set of contextual
external variables based on the analysis of existing studies on LMS adoption in other countries, as
well as on some findings on LMS usage in Russia. Review of existing research has revealed that
external variables to be included in similar models fall into 3 categories: user characteristics,
system characteristics, and external characteristics. It might be reasonable to include one variable
from each category in order to enjoy a rather comprehensive overview of possible externalities in

this process of adoption.

For user characteristics, variable Innovativeness (INV) is chosen over Perceived Self-Efficacy

(PSE) as more compliant with the goal of current research. [Midgley & Dowling, 1978] defined
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innovativeness as an independent construct that is referred to as an individual’s tendency to seek
creativity and make innovation. [Hirschman, 1980] explains innovativeness as a personality trait
that is reflected through novelty seeking. [Agarwal & Prasad, 1998] proposed the concept of
innovativeness in the domain of information technology, and defined it as «the willingness of an

individual to try out any new information technology».

Given that the study aims to identify predictors of LMS adoption and means of its stimulation with
the view of helping directors of universities and LMS providers, it would be more reasonable to
treat particularly Innovativeness as a potential predictor of cognitive response, since it is a personal
trait that can be measured and evaluated [Hirschman, 1980]. For example, if Innovativeness is
proven to be a robust predictor of cognitive response, it will indicate that directors should hire
more innovative academicians in stimulating full-capacity usage of LMS on the organizational
level, and LMS providers better focus on more innovative institutions with innovative staff in
defining their target segments through predicting level of acceptance. Moreover, the research of
Russian faculty indirectly points to presence of such a connection, given that more technology-
immersed academicians were found to be more acceptive of an LMS [Ckypuxuna, 2021]. So, the

following is hypothesized based on evidence from [Waris & Hameed, 2022; Cxypuxuna, 2021]:

e H1: innovativeness (INV) of a faculty member has significant positive effect on perceived
usefulness (PU) of the current LMS

In terms of system characteristics, System Quality (SQ) was proved to be the most comprehensive

variable, utilized more than others in this category. On top of that, [Cxypuxuna, 2021] accounts
resistance to LMS usage on the Russian market particularly to poor system quality (namely,
insufficient workability). System quality in the Internet environment measures the desired
characteristics (usability, availability, reliability, adaptability, and response time) of an e-
commerce system (i.e., LMS) [DeLone & McLean, 2003]. One can notice that in investigated
studies on LMS adoption [Fathema et al., 2015; Fearnley & Amora, 2020] system quality is
measured in a scale proposed by [Liaw, 2008], where items reflect user’s satisfaction with different
aspects of a system (e.g., ‘I am satisfied with LMS functionality”). However, in current study
perceived system quality is measured the way it is originally intended to be — as sufficiency of
desired system characteristics (e.g. ‘Functionality of the current LMS is sufficient to my needs’) —
and not as satisfaction with them. So, the following hypotheses are based on evidence from
[Fathema et al., 2015; Fearnley & Amora, 2020; Cxypuxuna, 2021] — with regards to definition
proposed by [DeLone & McLean, 2003]:
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e H2a: perceived quality of the current LMS (SQ) has significant positive effect on perceived
usefulness (PU) of the current LMS

e H2b: perceived quality of the current LMS (SQ) has significant positive effect on perceived
ease of use (PEOU) of the current LMS

Finally, as for external characteristics, Facilitating Conditions (FC) variable was selected due to
the fact that it has the highest potential to assist in answering the main research question and
achieving study aim, as this particular variable is completely within the scope of organization’s
influence. Plus, Russian faculty members explained their unwillingness to use an LMS particularly
by an absence of facilitating conditions [Cxypuxuna, 2021]. Facilitating conditions are defined as
the objective environmental factors that help achieve a task and are accepted by a wide audience
[Thompson et al., 1991]. In all investigated studies on LMS adoption among faculty members, the
variable of facilitating conditions is measured in a scale by [Teo, 2010], which focuses on
availability of external help in a form of instructions or guidance (e.g., ‘Specialized instruction
concerning LMS use is available to me’ [Waris & Hameed, 2022]). Finding out whether the
presence of those facilitating conditions does stimulate adoption or not is focal in identifying
proper means of stimulation within an organization, and this will help provide directors of
universities and other policy-makers with relevant recommendations. So, the following is

hypothesized based on evidence from [Lavidas et al., 2022; Cxypuxuna, 2021]:

e Ha3: facilitating conditions (FQ) as assistance in using current LMS has significant positive

effect on perceived ease of use (PEOU) of the current LMS

Additionally, age was incorporated among external variables as a controlling one. It is a common
practice in research on technology acceptance to control for the effects of demographic aspects,
especially age. Namely, [Hong et al., 2013] in their thorough literature review find age to be used
as a control variable in 69 studies on information systems’ acceptance (out of 253 investigated).
Given that age is measured on a continuous scale in current research, it can be simply included

among other regressors, as advised by [de Battisti & Siletti, 2019].

Other hypotheses stem from the original basic model of technology acceptance by [Davis, 1986].
Cognitive response includes perceived usefulness (PU) and perceived ease of use (PEOU).
Perceived usefulness signifies that the performance of an individual enhances by using a specific
system [Herrenkind et al., 2019]. Perceived ease of use can be referred as proper understanding
regarding the use of a new technology [Ozdemir, 2020]. This cognitive response is known to cause
affective response in a form of attitude towards usage [Davis, 1986]. Attitude towards usage
(ATU) is defined as «an individual’s positive or negative feeling about performing the target
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behavior (e.g., using a system)» [Ajzen & Fishbein, 1975, p. 216]. So, the following hypothesizes
are taken directly from [Davis, 1986]:

e H4: perceived ease of use (PEOU) of the current LMS has significant positive effect on
perceived usefulness (PU) of the current LMS

e H5: perceived ease of use (PEOU) of the current LMS has significant positive effect on
attitude towards usage (ATU) of the current LMS

e H6: perceived usefulness (PU) of the current LMS has significant positive effect on attitude
towards usage (ATU) of the current LMS

Lastly, affective response is known to define behavioral response in a form of actual usage [Davis,
1986]. This ultimate endogenous variable of actual usage tends to be measured quite ambiguously
in existing studies on LMS adoption. For example, [Fathema et al., 2015] among others borrow
the scale from [Malhotra & Galletta, 1999], where items address overall scale of usage (e.g.,
‘Overall to what extent do you use LMS?’ [ibid.]). However, it seems crucial here to distinguish
between usage intensiveness (frequency) and usage extensiveness (number of functions used),
considering the mentioned problem of particularly non-extensive usage of LMS among faculty
members [Jaschik & Lederman, 2014; Dahlstrom et al., 2014; Allen & Seaman, 2010; CkypuxuHa,
2021]. So, the following is hypothesized based on evidence from [Davis, 1986]:

e H7a: attitude towards usage (ATU) of the current LMS has significant positive effect on
intensiveness (frequency) of its actual usage (AUI)
e H7b: attitude towards usage (ATU) of the current LMS has significant positive effect on

extensiveness (depth) of its actual usage (AUE)

Taking everything into consideration, there are 9 research hypotheses (paths to verify), which are
presented in solid lines on the hypothesized structural equation model below (all paths presuppose

significant positive effect of one variable on another):
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AUI

AUE

External variables coanitveresponse . Affective response . Behavioural response

Figure 3. Proposed research model for faculty acceptance of LMS in Russia
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CHAPTER 2. EMPIRICAL STUDY OF RUSSIAN FACULTY MEMBERS RELATIONS
WITH LEARNING MANAGEMENT SYSTEMS

2.1. Research design

The tool to be used for modeling chain of effects between latent constructs is structural equation
modeling (SEM), which is to be performed in SPSS AMOS. It is a quantitative method of data
analysis that is based on regression analysis (structural model) and factor analysis (measurement
model). Given the quantitative nature of the method, it correspondingly requires quantitative data
to be collected from a survey in a form of questionnaire, which is known to be the most widespread

method to collect primary data that is quantitative and self-reported (not observed).

Considering the topic and the aim of current study, population for this research is faculty members
of Russian higher education institutions where a LMS is implemented. [Boomsma, 1982] suggests
that the minimal sample size for conducting path analysis in structural equation modeling is 100 —

hence it is the lower threshold in the number of participants for the current study.

The survey is conducted in a form of online questionnaire, distributed in collaboration with
Russian Federal Educational and Methodical Association in Economics and Management. This
partnership allows to recruit faculty members from various Russian regions via online
communication tools. Hence non-random online intercept sampling is to be used as a method of
data collection, resulting in convenience sampling being obtained. However, the diversity of the
network in terms of geographical dispersity allows to suppose that the sample reflects the
population to some sufficient extent, thanks to having access to academicians from various Russian

regions and universities.

The original full questionnaire can be found in [Appendix 1]. Here is the description of its structure

and meaning:

e Block 1: presence of LMS in the organization (filtering for the whole questionnaire)

e Block 2: current LMS experience (filtering) — statements on current system quality (SQ)
and actual usage (AU) with self-reported usage frequency (AUI) & self-reported number
of functions used (AUE) — if applicable

e Block 3: prior LMS experience (filtering) — statements on previous system quality (PSQ)
— if applicable

e Block 4: statements on facilitating conditions (FC) and their peculiarities

e Block 5: statements on perceived usefulness (PU), perceived ease of use (PEOU) and
attitude towards usage (ATU)
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e Block 6: demographics and statements on innovativeness (INV)

2.2. Obtained sample

The sample of 422 respondents has been obtained, out of whom 403 were a part of stated

population (faculty members of Russian higher education institutions with a LMS at the

workplace). So, the size of eligible sample is 403.

Current sampling has managed to cover 42 Russian regions. In [Table 2] one can find more sample

characteristics in terms of demographical distribution:

Table 2. Sample characteristics

Variable Total %
Gender
Male 97 76
Female 306 24
Age (years)
30 or less 35 9
31-40 94 24
41-50 133 33
51-60 86 21
61-70 45 11
71 or more 10 2
Academic position
Assistant Professor 16 4
Senior Lecturer 59 15
Associate Professor 252 63
Professor 43 11
Other 33 8
Academic degree
None 86 21
Candidate of Science 271 68
Doctor of Science 46 11
Teaching experience (years)
10 or less 84 21
11-20 129 32
21-30 123 31
31-40 50 12
41 or more 17 4
Area of teaching
Mathematical sciences 31 8
Natural and technical sciences 32 8
Social and humanitarian sciences 340 84

Compiled by the author
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2.3. Measurement model

2.3.1. Verification of constructs

The summary of each scale’s parameters will be presented at the end of the paragraph in [Table
3]. Now the process of each construct’s verification will be described in detail with all SPSS and

AMOS outputs presented in [Appendix 2], featuring highlights of all the relevant indices.

Construct of innovativeness (INV) consisted of 4 items, one of which (INV4) was formulated in a
reverse manner. The scale was adopted from [Waris & Hameed, 2022], had sufficient face validity
after reversing of INV4, and had acceptable reliability with Cronbach’s Alpha equaling 0,772.
However, the deletion of reversed item — INV4_REVERSED — would lead to substantial increase
in Cronbach’s Alpha, so it is necessary to pay closer attention to the performance of this statement

in confirmatory factor analysis.

Proceeding with this composition of the construct to confirmatory factor analysis (CFA), the
construct did not prove to be robust enough. It had p-value for CMIN/df index > 0,05 (0,09),
suggesting that there is no statistically significant difference between empirical and implied
theoretical data, but still insufficient goodness of fit with CMIN/df ratio > 2 (2,413). GFI (which
is analogous to R*2) > 0,9 (0,994), indicating acceptable explanatory power of items within the
construct. TLI and CFI indices both > 0,9 (0,988 and 0,996, respectively), and RMSEA < 0,08
(0,059) with p-value for RMSEA > 0,05 (0,316), meaning that goodness of fit is unlikely to be
enhanced further. The construct had sufficient composite reliability with CFR > 0,7 (0,81) and
decent average variance explained (AVE) > 0,5 (0,55). However, problems occurred with
convergent validity, due to mentioned problematic item INV4_REVERSED having unacceptably
low standardized regression weight (0,295 < 0,5), even though it is considered significant with p-
value for t-statistics < 0,05. Still the construct does not load heavily enough on the item, raising
concerns with its unidimensionality and lowering overall goodness of fit. Hence the item
INV4_REVERSED was excluded. After its exclusion the construct consisted of 3 items only, so
running CFA for this latent variable was impossible. Ultimately, it is judged possible to proceed
with this reduced composition of the construct of innovativeness (INV), and have a closer look at

it further in simultaneous CFA.

Construct of system quality (SQ) consisted of 5 items. The scale was self-developed based on the
definition proposed by [DeLone & McLean, 2003]. It had sufficient face validity and good
reliability with Cronbach’s Alpha equal 0,882.
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Confirmatory factor analysis revealed some flaws in the construct, with insufficient overall
goodness of fit (CMIN/df > 2) and p-value for CMIN/df < 0,05 indicating significant discrepancy
between empirical and implied theoretical data. As long as p-close for RMSEA < 0,05, the
goodness of fit can still be enhanced. In doing so certain covariances between errors were admitted
in the specification (MI > 8), which resulted in better but still not perfect outcomes. Goodness of
fit was enhanced but remained questionable (CMIN/df > 2), but no further amendments can be
made given that RMSEA < 0,08 and p-close for RMSEA > 0,05. Convergent validity is present
with all regression weights being significant, composite reliability is good with CFR = 0,88 and
average variance explained is acceptable with AVE = 0,61. So, it is judged possible to proceed
with this composition of the construct of system quality (SQ) and keep an eye on it at simultaneous
CFA.

Construct of facilitating conditions (FC) consisted of 3 items. It was adopted from [Lavidas et al.,

2022] with minor adjustments. It had sufficient face validity and satisfactory reliability with
Cronbach’s Alpha equaling 0,87. As long as it included only 3 statements, running CFA for this
latent variable was impossible. Hence it is judged possible to proceed with this initial composition

of the construct of facilitating conditions, and have a closer look at it further in simultaneous CFA.

Construct of perceived usefulness (PU) consisted of 4 items. It was adopted from [Venkatesh &

Davis, 2000]. It had sufficient face validity and excellent reliability with Cronbach’s Alpha
equaling 0,955.

Confirmatory factor analysis revealed some flaws in the construct, with insufficient overall
goodness of fit (CMIN/df > 2) and p-value for CMIN/df < 0,05 indicating significant discrepancy
between empirical and implied theoretical data. As long as p-close for RMSEA < 0,05, the
goodness of fit can still be enhanced. In doing so certain covariances between errors were admitted
in the specification, which resulted in excellent goodness of fit being obtained: CMIN/df < 2, p-
value for CMIN/df > 0,05, and no further amendments can be made given that RMSEA < 0,08 and
p-close for RMSEA > 0,05. Convergent validity is present with all regression weights being
significant, composite reliability is excellent with CFR = 0,96 and average variance explained is
good with AVE =0,85. So, it is judged possible to proceed with this composition of the construct

of perceived usefulness (PU).

Construct of perceived ease of use (PEOU) consisted of 4 items. It was adopted from [Venkatesh

& Davis, 2000]. It had sufficient face validity and excellent reliability with Cronbach’s Alpha
equaling 0,928. Confirmatory factor analysis also revealed no flaws in the construct, with

sufficient overall goodness of fit (p-value for CMIN/df > 0,05), convergent validity (all regression
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weights are significant), composite reliability (CFR = 0,93) and average variance explained (AVE
=0,77). So, it is judged possible to proceed with this initial composition of the construct of ease
of use (PEOU).

Lastly, construct of attitude towards usage (ATU) consisted of 4 items. It was adopted from

[Fathema et al., 2015]. It had sufficient face validity and excellent reliability with Cronbach’s
Alpha equaling 0,95.

Confirmatory factor analysis revealed some flaws in the construct, with insufficient overall
goodness of fit (CMIN/df > 2) and p-value for CMIN/df < 0,05 indicating significant discrepancy
between empirical and implied theoretical data. As long as p-close for RMSEA < 0,05, the
goodness of fit can still be enhanced. In doing so certain covariances between errors were admitted
in the specification, which resulted in excellent goodness of fit being obtained: CMIN/df < 2, p-
value for CMIN/df > 0,05, and no further amendments can be made given that RMSEA < 0,08 and
p-close for RMSEA > 0,05. Convergent validity is present with all regression weights being
significant, composite reliability is excellent with CFR = 0,95 and average variance explained is
good with AVE = 0,84. So, it is judged possible to proceed with this composition of the construct
of attitude towards usage (ATU).

Summary on the model constructs (measured on a scale from 1 to 5) is presented in [Table 3].

Table 3. Constructs overview

Number of Cronbach’s
Construct Source ) CFR | AVE
items left Alpha
Innovativeness )
[Waris & Hameed, 2022] 3 (out of 4) 0,867 - -
(INV)
Self-developed based on
System quality (SQ) [DeLone & McLean, 5 (out of 5) 0,882 0,88 | 0,61
2003]
Facilitating ]
. [Lavidas et al., 2022] 3 (out of 3) 0,87 - -
conditions (FC)
Perceived usefulness [Venkatesh & Davis,
4 (out of 4) 0,955 0,96 | 0,85
(PU) 2000]
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Number of Cronbach’s
Construct Source ) CFR | AVE
items left Alpha
Perceived ease of [Venkatesh & Davis,
4 (out of 4) 0,928 0,93 | 0,77
use (PEOU) 2000]
Attitude towards
[Fathema et al., 2015] 4 (out of 4) 0,95 0,95 | 0,84
usage (ATU)

Compiled by the author

2.3.2. Simultaneous CFA

Measurement model in its initial composition did not show good results with p-value for CMIN/df
< 0,05 (0,00), CMIN/df > 2 (2,49) and GFI < 0,9 (0,89), pointing at poor goodness of fit and
statistically significant discrepancy between theoretical and empirical data. More on the initial

measurement model can be found in [Appendix 2].
In search for model refinement, the following steps were undertaken:

1. All substantial covariances between errors within the same constructs were admitted (Ml
> 8)

2. Items SQ4 and SQ5 within the construct of system quality were excluded as ones having
only marginally acceptable standardized regression weight (less than 0,65) and an error
with more than 3 substantial suggested covariances (Ml > 8) with errors and items from
other constructs.

3. Item PEOUL1 within the construct of perceived ease of use was excluded as one with an

error that has alarmingly immense suggested covariance with the construct itself (M1 = 33).

Measurement model in its final composition turned out to be of sufficient quality: even though
some discrepancies between theoretical and empirical data still persist with p-value for CMIN/df
< 0,05, overall it is of sufficient goodness of fit with CMIN/df < 2, has high explanatory power
with GRI > 0,9, and requires no further improvements with p-close for RMSEA > 0,05. It is
significantly better compared to the model in its initial composition: the final measurement model
had 65 less degrees of freedom (163 vs. 228), while enjoying CMIN that is smaller by 300 (268
vs. 568), which is way more than 85 that would make them equal with a significance level of 0,05
(according to chi-square distribution tables). More on the final measurement model can be found
in [Appendix 2].
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Summary on simultaneous CFA is presented in the table below:

Table 4. Measurement models overview

RMSEA
CFA model | CMIN | df | CMIN/df | p-value | GFI | CFI

(pclose)
Initial model 568 | 228 2.49 0.00 0.89 | 0.94 | 0.06 (0.00)
Final model 268 | 163 1.65 0.00 0.96 | 0.99 | 0.04 (0.98)

Compiled by the author

Descriptive statistics on the constructs of final measurement model (in their final composition) and
proof of discriminant validity (r?12<AVE1, <AVE2) is presented in [Table 5] below:

Table 5. Descriptives, correlations and AVE for final model constructs?

Construct Mean Standgrd 1 2 3 4 5 6
deviation

1. Innovativeness 3.62 1.06 0.71

2. System quality 3.75 1.01 0.03 0.71

3. Facilitating 3.83 1.04 006 | 022 | 070

conditions

4. Perceived 354 117 013 | 024 | 026 | 0.80

usefulness

> Perce'::edease‘)f 350 1.06 004 | 027 | 025 | 027 | 078

6. Att'tlfaegteowards 3.66 113 009 | 037 | 035 | 068 | 046 | 0.84

Compiled by the author

! Below the diagonal — squared correlations between the constructs. Diagonal — AVEs
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2.4. Structural model

The initial structural model can be found in [Appendix 2]. It holds two aspects of actual usage as
separate dependent variables — actual usage intensiveness (observed variable measured as usage
frequency - on a scale from 0 to 5) and actual usage extensiveness (observed variable measured as
number of functions used - on a scale from 0 to 9). The model has some flaws in its quality with
CMIN/df > 2 (2,35) and p-value for CMIN/df < 0,05 (0,00). Moreover, p-close for RMSEA < 0,05
(0,02) signifies that there is still room for substantial refinements.

In search for refinements, one can notice immense suggested covariance between errors of
observed dependent variables — AUl and AUE (MI = 84). In addition to that, they are both
influenced pretty evenly by their regressor (ATU). This leads to thinking that in fact those variables
fall into 1-dimensional latent variable of actual usage, which must be reflected in model

specification.

Ultimately, final structural model (with AUI and AUE as items of actual usage) turns out to be
good enough to be interpreted. Even though p-value for CMIN/df < 0,05 signifies that some
discrepancies still persist, overall it is of decent fit with CMIN/df < 2 (1,91), GFI > 0,9 (0,92),
RMSEA < 0,08 (0,048) and p-close for RMSEA > 0,05 (0,7), meaning that no drastic refinements
are needed. Moreover, newly introduced latent response variable of actual usage (AU) seems to
perform well: it is of high convergent validity thanks to both items having statistically significant
regression weights with standardized estimates > 0,5; it has decent composite reliability with CFR
> 0,7 (0,72) and decent average variance explained with AVE > 0,5 (0,57). More on the quality of

final structural model can be found in [Appendix 2].

Results of paths analysis are presented in [Table 6] below:

Table 6. Results of hypotheses tests

Std. )
Paths o Sig.
coefficient
Innovativeness (INV) — perceived usefulness (PU) 0.276 ***(0.00)
System quality (SQ) — perceived usefulness (PU) 0.222 ***(0.00)
System quality (SQ) — perceived ease of use (PEOU) 0.417 ***(0.00)
Facilitating conditions (FQ) — perceived ease of use (PEOU) 0.352 ***(0.00)
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Paths

Std.

. Sig.
coefficient

Perceived ease of use (PEOU) — perceived usefulness (PU)

0.439 **% (0.00)

Perceived usefulness (PU) — attitude towards usage (ATU)

0.683 **% (0.00)

Perceived ease of use (PEOU) — attitude towards usage (ATU)

0.339 **% (0.00)

Attitude towards usage (ATU) — actual usage (AU)

0.552 **% (0.00)

Squared multiple correlation

Actual usage (AU)

31%

Compiled by the author

The final empirical model is presented below, with paths in green signifying significant positive

effect of one variable on another (on the significance level of 0.001):

()

External variables coonmveresponse . Affective response Behavioural response

Figure 4. Final empirical model for LMS acceptance among Russian faculty

2.5. Expanding on obtained results: additional tests

Among statistically significant predictors of an LMS usage, two factors can be directly

manipulated by stakeholders of current research: system quality, which is within the influence of

LMS providers, and facilitating conditions, which are within the influence of universities’

directors. Thus, keeping in mind the aim of this study, additional tests should be run in order to

specify recommendations for those parties, willing to stimulate full-capacity usage of an LMS.
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Namely, it is necessary to find out which particular aspects of system quality and which particular
facilitating conditions would lead to this desired intensive and extensive usage of systems in

question.

System quality

In order to find out which particular aspects of system quality contribute mostly to full-capacity
usage of an LMS, correlation analysis was undertaken, juxtaposing 5 items of SQ construct with
variables of usage intensiveness (AUI) and extensiveness (AUE). Given that all variables are
measured on conditionally-interval scale and the amount of sample allows to assume normality of
distribution, Pearson correlation coefficient is used to assess strength of relation. Results of

correlation analysis are presented in [Table 7] below:

Table 7. Correlations between aspects of system quality and aspects of actual usage

Pearson correlation Pearson correlation
Aspect of : _— : N
) with usage Significance with usage Significance
system quality | ) )
intensiveness (AUI) extensiveness (AUE)
Functionality
0.26 **% (0.000) 0.19 *%% (0.000)
(SQ1)
Interface (SQ2) 0.29 *%% (0,000) 0.17 *%% (0,001)
Design (SQ3) 0.21 *%% (0,000) 0.10 - (0.059)
Workability
0.14 ** (0.007) 0.08 - (0.139)
(SQ4)
Effectiveness in
tracking students’
0.21 *%* (00,000) 0.14 ** (0.005)
performance
(SQ5)

Compiled by the author
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Facilitating conditions

In order to find out which particular aspects of facilitating conditions contribute mostly to full-

capacity usage of an LMS, correlation analysis was undertaken. It aimed to juxtapose binary

variables of facilitating conditions, which were measured additionally and reflected absence or

presence of a particular facilitating measure, with variables of usage intensiveness (AUI) and

extensiveness (AUE). Given that the aim is to measure strength of interrelation between binary

and conditionally-interval variables, Point-Biserial Pearson Correlation Coefficient is analyzed.

The results can be found in [Table 8] below:

Table 8. Correlations between particular facilitating conditions and aspects of actual usage

Facilitating

condition

Point biserial

correlation with usage

intensiveness (AUI)

Significance

Point biserial

correlation with usage

extensiveness (AUE)

Significance

Indirect
facilitation

(assistance)

Workshop on
LMS usage

0.08

- (0.097)

0.12

* (0.018)

Online
course on
LMS usage

0.08

- (0.133)

0.16

**% (0.001)

Methodical
guidelines on
LMS usage

0.12

* (0.014)

0.20

*** (0.000)

Internal
faculty
experts on
LMS usage

0.15

** (0.003)

0.17

**% (0.001)
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o Point biserial Point biserial
Facilitating ) ) - ) ) -
- correlation with usage | Significance | correlation with usage | Significance
condition
intensiveness (AUI) extensiveness (AUE)

Multimedia
instructions
on LMS

usage

0.15 ** (0.002) 0.13 ** (0.008)

Direct
facilitation

(stimulation)

Financial
benefits for 0.03 - (0.609) 0.10 - (0.055)
usage

Mandatory
usage
o 0.14 ** (0.004) 0.19 *** (0.000)
organization-

wide

Sanctions for
0.21 *** (0.000) 0.14 ** (0.006)
non-usage

Compiled by the author
2.6. Theoretical and practical implications

From the theoretical perspective, current research contributes to the existing knowledge base
through proposing the first empirically-proven model of LMS adoption among faculty members
in Russia. This is yet another proof of the applicability of TAM [Davis, 1986] — now the model
has shown itself as a robust base for modeling technology acceptance in another new context (on
learning management systems in Russia), as this research model, which is evidently based on
TAM, has turned out to be of decent quality and has had all the basic paths (from cognitive to

behavioral response) confirmed significant. Hence one can conclude that, in general, user
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motivation part in technology acceptance is likely to stay the same even in turbulent contexts,

where major forced switches from one technology to another take place (like in Russia now).

Another notable revelation is that response variable of actual usage is indeed a unidimensional
construct, even when measured indirectly in its aspects (intensiveness and extensiveness), and not
on a Likert scale. Intensiveness (as frequency) and extensiveness (as number of utilized functions)
of LMS usage in Russia go hand by hand, obviously falling into a single construct of actual usage.
In other words, those professors who use an LMS frequently tend to use it extensively as well,

taking advantage of its numerous functions.

The last but not the least theoretical implication is that personal innovativeness does positively
affect cognitive response towards an LMS (its perceived usefulness). Even though these
relationships have already been proved empirically in previous studies on LMS adoption in other
countries [Waris & Hameed, 2022], current study is the first to prove this influence with
controlling for the effect of age, which seems mandatory as innovativeness tends to correlate with
age [Packalen & Bhattacharya, 2019; Green et al., 1986]. Consequently, now it is known that,
compared to a less innovative user, a person who is open to new ideas will be more benevolent in
evaluating usefulness of a technology (LMS), even when the age is the same. Other findings on
the predictive power of remaining external variables (system quality, facilitating conditions) can
not be considered as revelations, but may point out at the similarity between Russian and foreign
LMS markets, as long as the results are in line with outcomes of American, Philippine and
Pakistani colleagues [Fathema et al., 2015; Fearnley & Amora, 2020; Warris & Hameed, 2022].

From the practical perspective, a set of targeted recommendations for two main research
stakeholders —directors of universities and LMS providers — has been elaborated based on obtained

findings.

I. Recommendations for university management team:

1. To prioritize system quality over facilitating conditions

Even though both factors were found to be significant antecedents of cognitive response towards
an LMS, increasing its perceived ease of use and ultimately its actual usage, system quality enjoys
slightly stronger influence (standardized regression weight 0.42 vs 0.35). Hence in situations of
budget constraints, it is advised that universities choose high-quality (and most likely expensive)
LMS over comprehensive system of facilitating conditions. In order to ensure that a potential new
system is perceived to be of high quality, it might be a good idea to arrange pilot testing among

target users (faculty), with subsequent measurement of main quality parameters, which were found
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to eventually constitute the construct of system quality (sufficiency of functionality, convenience
of interface and pleasance of design). This way, system quality will be a facilitating condition
itself.

2. To focus on simple and reactive assistance on LMS usage as means of indirect facilitation

Analyzing correlation between means of indirect facilitation to use an LMS and its actual usage
(intensiveness and extensiveness), one can notice that the best results are shown by the types of
assistance that can be taken advantage of easily and quickly: methodical guidelines, multimedia
instructions and internal faculty experts. In comparison, such means of LMS usage facilitation as
workshops and online courses, while obviously requiring more financial and time resources from
the management, were found to be ineffective in stimulating usage intensiveness (frequency), and
only merely effective in promoting usage extensiveness (increasing the scope of functionality used
by a faculty). This phenomenon might be due to the fact that professors tend to use reactive
approach in dealing with educational technologies, so they tend to seek quick answers for their
arisen questions, rather than anticipating those questions in advance. Another possible explanation
might be in excessive time-consumption of means like workshops and online courses, which leads
to staff simply neglecting them due to lack of time, thus making no use of those instruments.
Consequently, arranging any kind of demanding activities dedicated to LMS usage seems

inefficient.
3. To neglect positive motivation as a direct mean of LMS usage facilitation

Considering direct means of LMS usage facilitation, positive motivation in a form of financial
stimuli turned out to be ineffective in promoting those systems, not correlating significantly neither
with usage intensiveness nor with usage extensiveness. Compulsion (requirement to use an LMS,
sanctions in case of non-usage), on the other hand, was indeed associated with full-capacity usage
of LMS. The reason behind it might be that those compulsions serve as the first push towards
intensive and extensive usage, forcing faculty to dedicate time to an LMS, which results in its
usefulness being uncovered and taken advantage of lately. In general, once again the costliest tool
turned out to be ineffective, and thus clearly inefficient, which is why it should be neglected.

Il. Recommendations for LMS providers:

1. To focus on innovative institutions with a developed system of facilitating conditions

(strategic marketing level)

Even though system quality was found to be the most robust antecedent of cognitive response and

further usage of an LMS, other parameters, which are not controlled by LMS providers (facilitating
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conditions at a client organization, personal innovativeness of end-users), also play a vital role in
the process of adoption. Hence even the most brilliant system will not be accepted widely without
mentioned favorable conditions, and the contracts are unlikely to be prolonged, resulting in
seemingly low LTV (life-time value) of those rigid and unsupportive organizations. So, CAC
(customer acquisition costs) in this segment have to be rather low in order to make these
relationships profitable (LTV > CAC). Consequently, in strategic marketing it might be wise to
focus on institutions with obligatory usage of an LMS (proven to be the best stimulator of full-
capacity usage amongst direct means), internal experts at each department (proven to be one of the
best stimulators of full-capacity usage amongst indirect means), and rather innovative faculty at
most (probably in business schools or technical institutions, but further research is needed here).
Also, it is recommended to provide client organizations with usage guidelines and multimedia

instructions as it does help in adoption.

2. To prioritize system’s functionality, interface and effectiveness in tracking students’

progress in product development (operational marketing level)

System quality as a whole turned out to be a robust regressor of cognitive response and further
full-capacity usage. However, not all of its aspects were found to be equally important. Namely,
while aesthetically pleasing LMS design and high workability do contribute to increased usage
intensiveness (frequency), they do not influence depth of usage. It is indeed logical that a person
is willing to return to a pleasing and workable system more often, but it does not make it easier to
adopt new functions (as user-friendly interface does, for example). Hence in order to ensure
successful adoption of an LMS among end-users, when working on a product as a marketing mix
element it is necessary to focus on its functionality, interface friendliness and effectiveness in
tracking students’ performance. It must be noted that what matters is users’ perception, and not
objective expression of those aspects. Consequently, it might a good idea to launch pilot testing of
a new (or refined) system among target users, with measuring subsequently perception of those 3

focal parameters of system quality.

3. To emphasize diverse functionality, user-friendly interface and aesthetically pleasing

design in promoting an LMS to end-users (operational marketing level)

When looking closely at what eventually constitutes the construct of system quality, one could
spot that the only items left are functionality, interface and design. Thus, a positive cognitive
response (both perceived usefulness and perceived ease of use) emerges as a result of those
particular parameters being highly appraised. If an LMS provider sticks to pull communicative

strategy in promotion, focusing some of its marketing efforts on end-users (faculty members), it is
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recommended to emphasize mentioned aspects in promotional campaigns, aiming to elicit positive

cognitive response and successful implementation further on.
2.7. Limitations and further research directions

One of the main limitations of current research (as well as of the majority of similar ones) is in the
measurement of response variable (actual usage). Herein data on LMS usage is self-reported by a
respondent, whereas in fact it can be observed objectively via factual data. It seemingly constitutes
a major limitation inasmuch as this way of measurement might cause low-reliable results due to
social desirability bias. Even though the survey is anonymous, respondents may feel tense in
reporting little usage, which is evidently condemned by authorities. Consequently, further studies
should aim at collecting factual data on usage: for that it will be necessary to download data on
user behavior and analyze it user-wide, eliciting information on frequency of sessions and their

content.

Another limitation is connected with the fact that this study has failed to engage a substantial
number of teachers from colleges and corporate universities, thus the findings cannot be
generalized on all population of professors. For example, students in corporate universities might
be more mature and demanding, which may result in students’ influence being a regressor of actual
usage in those settings. Consequently, further studies should strive to recruit more respondents

from colleges and corporate universities.

Lastly, being constrained by the limitations of the data analysis method (PLS-SEM), which does
not tolerate missing values and thus any optional variables, this study did not consider peculiarities
of prior experience in using LMS, whereas certain number of professors have had it (partly due to
the fostered switches from foreign to local systems, mentioned in the beginning). This lapse
constitutes a limitation because [Feather, 1966] founded that the successfulness of prior experience
defines expectations regarding future success, so it is reasonable to hypothesize that this construct
of prior experience — measured as its successfulness — can be another robust predictor of cognitive
response in the model (external variable). Consequently, further research on LMS adoption —
especially in turbulent contexts, such as Russian, with major forced replacements — should find

ways to include the variable of prior experience successfulness in the model and test its effects.
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CONCLUSION

Current study was devoted to adoption of learning management systems among faculty members
in Russia, and aimed to find out how to predict and stimulate full-capacity usage of those systems,
with the view of providing managerial recommendations to directors of universities and LMS

suppliers.

In chapter 1 a theoretical base was developed. First, a notion of learning management systems as
an educational technology was introduced, with emphasizing of the problem of its non-extensive
usage among faculty members. Then technology acceptance model (TAM) was chosen as a base
to model the process of adoption of the technology in question, given its high applicability in
similar studies. The specification of this base model required coming up with the set of contextual
external variables, which are contingent upon region and particular technology. As long as no one
has applied this model for LMS in Russia, similar studies in other countries were reviewed in
search of relevant external variables. Ultimately, personal innovativeness, perceived system
quality and facilitating conditions (plus gender as a commonly used control variable) were chosen
as ones giving the most comprehensive overview on possible externalities and having the most
promising perspectives in achieving research tasks (namely, to formulate practical
recommendations for research stakeholders). Additionally, the response variable of actual usage
was attempted to be treated multidimensionally (as usage intensiveness and usage extensiveness
separately), given the stated problem of specifically non-extensive usage. Other relationships were

taken directly from the base TAM model, and this constituted the proposed research model.

In chapter 2 empirical study was presented. Methodology presupposed applying PLS-SEM (partial
least squares structural equation modeling) as the main method of data analysis (quantitative),
given the subject of the study (process of adoption, which is a chain of effects with latent
constructs). Partnership with Federal Educational and Methodical Association allowed to obtain a
sample of 403 representatives of formulated population (faculty members of Russian higher
education institutions with an LMS at the workplace), which exceeds the minimum threshold of
100 for SEM studies. After a set of refinements, all constructs proved to be reliable and valid, with
measurement model enjoying decent goodness of fit. This allowed us to proceed with the structural
model, where the response variables (AUl and AUE) obviously fell into a single construct of actual
usage, which helped increase the quality of the model and get results that are reliable enough to be
interpreted. Like this, path analysis resulted in all research hypotheses being accepted on the
significance level of 0.001. Additional correlation tests were run to specify the obtained results —

namely, it was revealed that among system quality parameters the most important ones are
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functionality, interface and effectiveness in tracking students’ performance (correlate significantly
with both usage intensiveness and extensiveness), and among facilitating conditions the most
robust (by the same criterion) are guidelines and multimedia instructions on LMS usage, along

with internal LMS experts in each faculty, whereas financial stimuli turned out to be ineffective.

These findings contributed to theory via proposing the first empirically verified model of LMS
adoption among faculty members in Russia, proving unidimensionality of actual usage with a
different measurement approach, and finding positive effect of personal innovativeness on
perceived usefulness of a system with controlling for age. Also, a set of practical recommendations
were developed based on those results. Like that, directors of universities were advised to prioritize
LMS quality over facilitating conditions, focus on simple and reactive assistance in LMS usage
and neglect positive motivation to use an LMS. Providers of LMS are recommended to focus on
innovative organizations with a developed system of facilitating conditions; prioritize system’s
functionality, interface and effectiveness in tracking students’ progress in developing a system;
emphasize diverse functionality, user-friendly interface and aesthetically pleasing design in
promoting a system to end-users. Main limitations, which define suggested research directions,
are connected with self-reported and thus unreliable measurement of the response variable, failure
to cover professors in colleges and corporate universities, and inability to address previous LMS

experience in model specification.

Taking everything into consideration, it can be concluded that the research aim was attained, and
all of the tasks accomplished, so the work is of decent usefulness for academicians and

practitioners related to technology acceptance (and learning management systems in particular).
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APPENDICES

Appendix 1. Questionnaire

b & 4

OnbIT OCBOEHUS CUCTEM
AUCTaHUMOHHOro o6yyenus (CLO / LMS)
npenogasaTesiiM1U POCCUNCKUX BY30B
[lo6pbiit getb!

Cnacubo, 4TO HalLNK BpEMS NPUHATDL yYacTue B HalleM UCCNeA0BaHNM, NOCBALLIEHHOM
onbITy ucnonb3osanus CLO - cucTeM AUCTaHLMOHHOTO 06yyeHus (TakKe M3BECTHbIX Kak
learning management systems, LMS). MpoekT pean1syetcs CTyA€HTOM NporpamMmbi
marucTparypbl Master in Management BoicLueii wikonbl MeHexmerTa CM6IY Spukom
KptokoBbIM COBMECTHO ¢ LieHTpOM npenoaasaTesibCKoro MacTepcTsa B 6usHec-
obpasosaHum BLLM CI6IY.

ﬂaHHblﬁ 0Onpoc ABNAETCA aHOHUMHbIM, €ro pe3ynbTaTbl éyﬂyT UCnonb30BaHbl TONIbKO B
uccnenoBaTeibCKUX LeNax U B arpermpoBaHHOM BUAE. an6ﬂVI3VITe}1bHOe BpemMms

NPOXOXXAEHUA COCTaBUT 6 MUHYT.

Pe3synbTaTbl ucCNefoBaHUa 6yayT AOCTYNHbI BCEM y4aCTHUKaM, 3aMoHUBLUMM ONpoC 1
OCTaBUBLUMM KOHTaKTHbI€ flaHHble.

A& st063303@student.spbu.ru (not shared) Switch accounts &

Next T Page 1 of 9 Clear form

CucTtema gucTaHUMoHHOro o6y4enus (CAO, anrn. LMS)

CucTema guctaHuMoHHoro obydenus (CLO - aHrn. Learning Management System, LMS) -
aTo MHTepHeT-nnaTthopMa, Ha KOTOpOIi NpenofaBaTeb MOXKET B3aWMOJEHCTBOBaTL CO
CTyAeHTamu (pa3MellaTb MaTepiarbl, AenaTe 06bABNEHUA, NPOBOAMTL TECTMPOBaHHKS,
NPUHUMATE W OLIEHWBaTL NMMCbMEHHbIE paoThl).

PacnpocTpaHeHHbIMKM NpuMepami COO senstotca Blackboard, Brightspace, Moodle,
Canvas, iSpring, StartExam u gpyrue. Taioke C10 MoeT GbITb caMONUCHOIA, T.e.
C03/1aHHOM BY30M CaMOCTOATENBHO.

Owxono 99% Bysos wmetot CL10, a 3HaUMT, NOUTHU HaBepHsKa B Bawell opraHusaumu oHa
TOXE UMEETCA B TOM MMM MHOM BHJe.

EcTb nv B Bawei o6pa3oBaTenbHOA OpraHu3aLuy cUcTeMa AUCTaHLUUMOHHOTO *
o6yuenns (CAO, aHrn. LMS)?

® e
O Her

(O 3atpyansocs oTeeTUTL

flBnaeTcA nu ucnonb3oanue CAO o6A3aTenbHbIM B Baluei opraHuzauuu? *

® na
O Her
O He sHaio

Back Next IS Page 2 of 9 Clear form



Bal TekylwMi onbIT cnonk3oBaHua C0

WMcnonbayete nu Bel CO0 Bawei opraHn3auymm B padodynx LENAX B KAKOM-NnGo  *

o6beme?

® pa
O Het

Back Next

Bawa Texywan CO0

S Page 3 0f 9 Clear form

30T pasgen noceAweH CAO, ¢ koTopok Bul paboTtaeTe & Bawei ofpasosatencHoi
OPraHuaalnMu, n oGsemy ee WCnonb308aHWa. Ecnu Bel pafoTaete ¢ Heckonbkumu COO,
NOMANYACTa, OTEEYaNTE NPO Ty, KOTOPaA CYUMTASTCA OCHOBHOM W/MNW MCNONL3YETCA

Haubones Maccoso.

TMpH MpoXoHAEHUM ONPOca ¢ MOBUALHEIX YeTPOHCTE ByAeT yAoGHEE NEpEBECTH TENSDOoH B

rOpU3CHTANLHOE NONOHEHWE

OTMETLTE, NOMANYNCTE, CTeNeHb Balero COrNAcHA CO CNEAYILNMI *
YTEEPKAEHWAMM OTHOCHTENbHO Bawed Tekywed COO no wkane o1 1 go 5,rae 1
- 36COMIITHO HE COTNACEH(a), a 5 - a6COMOTHO COrNaceH(a):

DyHrumoHan GO0
ADCTATOMEH NA
MOMX 38084

WHTepdeic COO
yooBHbIH

BuayansHoe
odopmnerwe GO0
MHE HpaBUTCA

PafioTocnocofHocTs
CA0 (ckopocTh
OTBETE, OTCYTCTEHE
cfoes B paboTe)
OTBEYEET MOUM
noTpedHoCTAM

CAO nossonAeT

3D hEKTHEHD
OTCNENHEaTL
Nperpecc CTYAEHToB
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YKamHTe, NoKanyincTa, kak yacTo Bol venonosyere Bawy CA0 (5 cpegHem B *
TeueHue CeMeCTpa):

() Exeppesto

Pas B 2-3 gt
Pas B Hegenwo
Pas B 2-4 Hegenn

Pexe Y4eM Pas B MECALL (3NM3oan4ecku)

©C000®

Other:

OTMeTETE, NoManyicTa, Kakume dyHkyrn Bawei CO0 Bol MCNoNb30BanM XoTA 6bl *
EMHOMbI:

n LHA Ma (nekL 1Hb i P OKYPECEMT.A)
O OpHOCTOPOHHAR O CTY (pa e W
en il Ha 3neK Y10 NOYTY M T.4.)

JBYCTOPOHHAR KOMMYHUKALMA CO CTYAEHTaMM (Co3aaHKe QOPYMOB ANA
KOMMYHUKELMM CTYAEHTOR Mex gy coboi WnM © npencaasatensm)

Chop paboT JAnA 3arpysku daitna c paboToit)

OueHKa 1HbIX pador (pa OUEHKH WM MHON 0DPETHOM CEAIW Ha
3arpyseHHyro patoTy)

n TecTos (np K: WNK APYTHX TECTUPOBAHWIA Ha
nnatgopme CO0)

BHECEHME OLIEHOK B CHCTEMY BPYUHYH0 (He Ha 3arpymeHHyro paboTy unm TecT)

I e e I B A O

AHANK3 PE3YNETATOR CTY [GEL C arperup
pesy TaMMK TECTHD H, He o LWMX CTYAEHTOE WM T.0.)
Pafotacp ¥ i a M, & CJI0 (aHanus aswdopaos

M0 BKTMEHOCTH W YCIEBAEMOCTH CTYAEHTOE, CTATMCTHKA PaBOTEI € yuebHbIMI
M aKT Ha M.

Other:

(]

OLeHHTE, NOMANYACTA, OTHOCUTENBHYHO CTENEHD NCNONBb30BAHHA BaMn Texywwei *
C0 3a pa3Hble NPOMEXYTKM BpeMern nNo wraneoT 1 god, roe 1 -
WCrnonb3osan(a) Mano M peAKo, a 4 - NCNonb3oBan(a) aKTMBHO W PErynApHO

3a sce BpeMA

3a nocnegHui
MecAl

3a nocnegHIcH
HEfEno

© O O
C O ®
®@ @ O
© O O

Back Next IS Page 4 of 9 Clear form
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Ele HeckonbKo Bonpocoe o Bawem onbite ucnonb3oBanus CAO

YiauTe, noxanyicTa, Baw cyMMapHbIii onbIT Ucnonb3oBaHua CA0: *

O Menee 1 ropa
() 0T1po5ner
(® 076p010neT

O Bonee 10 ner

O Other:

EcTb nu y Bac onbIT pa6oTel ¢ Apyrod CAO B pabounx LUenax, OTNMUHON oT Ton  *
(Tex), yTo BHeapeHa B Bawei opraHM3aUuKM Ha AaHHBIA MOMEHT?

O [la - Ha gpyrom mecte paboTbl

(® [a-Ha sTom xe mecTe padoTbl

(O Her

Back Next S Page 5 of 9 Clear form

Bawa npebiaywan CAO

10T pasgen nocsswer C/10, KoTopoit Bel nonssosanvcs pares. Ecnn Takux Gsuia

HECKOMILKO, NOXANYAGTa, GTEEUSITE NPO MOCASAHION U3 HIK.

MpH NpoXeiAeHAH ONPOca € MOBHNEHLIX YCTROACTE ByAeT yaotHee NepeBecTH TenedoH B
TOPHIOHTANEHOE NONOMKEHNE

OTMETETE, NOXANYACTE, CTeneHb Ballero COTNEcHA CO CNEAYILMMI *
YTEEPHAEHNAMM OTHOCUTENBHO Balei npeabigyweii CO no wkane ot 1 4o 5,
rae 1- a6CoNOTHO He COrnaceH(a), a 5- a6CONIOTHO cornaceH(a):

@yHkumMonan CO0

Gein gocTaTouen ®) ® e} e} 9]

AN Moux 3agaq

Wrepipeiic CLO

o vt o ® c O o

Busyansroe

odopmnenie €0 O ® O O O

MHE HPEBMNOCH

PaboTocnocobHocTe

CAQ (ckopocTs

OTBETA, OTCYTCTEHE

cHoes 8 pabote) O @ O O O
OTBEYENE MOMM

noTpeSHoGTAM

CA0 nossonAna

afiperTraHD
e o ® c O o
NpOrpecc CTYAEHTOE

Back Next S Page 6 of 9 Clear form
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Mopneps#ka opraHM3alUmMi B MCNoNb30BaHuW Tekylwei CO0

B aTom pa3gene Mmbl 3afanum Bam HeckonbKko BONPOCOB O TOM, KaK BbICTDOEHa
noaaepxKa ucnons3osadnA CAO B Baweit o6pasoBaTensHoi opraHusauny. Ecnum e
Balueit opraHM3aUvK UX HeCKONbKo, NOXanyicTa, oTeeyaiTe o Toid CLL0, koTopan
CUMTAETCA OCHOBHOMN M/WNM UCNONE3YeTcA HanGonee MaccoBo.

OTMeTbTe, NoXanyicTa, cTeneHb Baliero cornacus co cneyioummu
YTBEPHAEHUAMWU OTHOCUTENIbHO OPraHU3aLUOHHON NOAAEDNKU B
Mcnofb3oBannm Tekywen CA0 no wkane oT 1 go 5, rae 1 - a6CoONKOTHO He
cornaceH(a), a 5 - aGcoNOTHO cornaceH(a):

Mpu
Heo6xoauMocTH
A Mory

ornepaTBHO O O © O O

nonyunTL
nomous B
paborte ¢ COO

HOna

pa3spelleHna
CNOMHOCTEHN,
CBA3@HHbIX C

CAO, A wory o) 0 ® O o)

06paTuTbeA K
rpynne
BHYTDEHHMX
3KCMEepTOB

Mue
npeAocTaBneHo

AOCTAaTOMHO O O @ O O

WHCTPYKLMIA No
pabote ¢ C10

YT0 U3 nepeyncneHHoro ecTb B Bawei o6pa3osartencHoOR opraHusaugun? *

MpakTukym no patote 8 CA10

OHna¥iH-kype no pabote B C0

MogpofHble METOAWYECKME YKasaHwa no pabtote B C0
BHyTpeHHue 3xcnepTel no pabote B CL10 Ha Kax oM dakynbTeTe
WHeTpykumu no pabote 8 CAO B MyneTuMeaua hopmare

Huuero us nepeuncneHHoro

Other:

Ooo0oo0oo0ooo e

Kakue dopmMbl cTUMYNUMpoBaHua ncnonb3oeaHua C0 npegycMoTpeHbl B *
Balueii opraHuaayuu?

®uHaHcoBble (NpemMUpoBaHue / gonnata/ ..)

OpranusaumonHbie (Tpebosanna K opraHusaumi ydebHoro npouecca)
CaHKLMW Npu Heucnonb3osaHuu CAO

Huyero us nepeyncneqHoro

Other:

0000

Back Next I Page 7 of 9 Clear form
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Balue oTHOWeHWE K Tekyuled CO0

Ecnu Bul HE MCNONE3YETE TEKYLWYIO OCHOBHYH CA0 Bawel opraHM3aLysy - OTBEYaiTe,
NoMAanyncTa, Moxoga us Bawero npeacTasneHwa o Hew

OTMETLTE, NOMANYACTA, CTeNEHb Balero COrNACHA CO CNEAYHILIAMI
YTEEPKASHWAMM OTHOCHTENBHO NONE3HOCTH Tekywyed CAO no wkane ot 1 go 5,
rae 1- aGcontoTHO He COrnaceH(a), a 5 - a6CoNTHO CornaceH|(a):

Hcnonbsoaaxue
310l CAO
ynyqwaeT

(moxer @) O ® O O

YIYHIIMTB) MOK
DEIYNETATEI KaK
npencgasaTens

HWcnonbsosatue
3ol CAO

YBENUYMBaET

- O O ® O O
YEETUYNTE) MOID

MNPOAYKTHEHOCTE

Hcnonbsoaaxue
310l CAO
NOBbILAET

(moomeT
MOBBICHTh) MO O O ® O O
3theKTMEHOCTE

KaK
npenogasaTens

Sta COO

MonesHa 8 Moedn O O @ O O

paboTe

OTMeTbTE, NOMANYACTA, CTENEHb Ballero COrNacua co CnegyroumMm
YTEEDHAEHWAMM OTHOCHTENBHO NETKOCTH MCNONb30BaHNA Tekywel CAO no
wkane oT 1 go 5, rae 1-abcontoTHO He cornacex(a), a 5 - aGContTHO
cornaceH(a):

Moe
B3auMopencTEne

ccao O O ® O O

NPo3paUHo W
NOHATHO

B3auMogencTEre

¢ CO0 He TpebyeT

KOTHUTHEHBIX O O O O O
YCHUIHA

WenonbsosaTs

CA0 nerko O O @ O O

NoGuTeca oT

CA0 xenaemblx O O @ O O

[AERCTENI Nerko
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OTMETLTE, NOMANYACTE, CTeNeHb BalLEro COFNAcHA CO CNELYHLMMK
YTBEPHAEHMAMM OTHOCUTENLHO Ballero OTHOWEHWA K MCNONb30BaHHI0

Tekywei CAO no wxane ot 1 80 5,rae 1- a6CONIOTHO He COrNaceH(a), a 5-

a6CONTHO CornaceH(a):

Texywyro GO0
CTOMT
WCNONB30EATH

Mte HpaeMTCH
MCNONB30EaTh
31y CAO

A cunTaro
KpaiHe
HENATENLHLIM
WCNONB30EaHHe
370l CA0 B
BKa[EMH4ECKHX
uenax

B uenom moe
OTHOLWEHHE K
WCMONB30E aHHIC
Tekywen COO
NONOHHTENBHOE

Back Next

B 3aKnioyeHne HECKONbKO BONpoCoB o Bac

YKaWMWTE, NoManyicTa, Baw non: *

O My#cKoR

O HeHckuit

YKamuTe, nomanyicTa, Balw s03pacT (KON-80 NOMHbIX NeT): *

Your answer

OTMETLTE, NOKANYACTE, CTeNeHb Ballero corNacHa co CNefywumMu

S Page 8 of 9

Clear form

YTEEPHASHMAMM OTHOCHTENBHO Ce6A No Wkane ot 1 4o 5, rae 1 - a6CoNTHO He

COrNaceH(a), a 5 - a6CONKOTHO CornaceH(a):

B moem kpyre
o6weHHa A 0BLYHO
nepsbimM(-oi) npobyro
HOBbIE
WHEBOPMALMOHHEIE
TEXHOMOTHA

Mte HpasuTCR
3KCNEPUMEHTUPOBATE
C HOBLIMM
MHEBOPMAELMOHHEIMK
TEXHONOTHAMM

B yenom A He
yypatock npofoBaTh
HOBbIE
WHEBOPMALMOHHEIE
TEXHOMOTHA

OfbiuHO A ©
OCTOPOMHOCTHIO
OTHOWWYCE K HOBBIM
WLEAM
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YKaMHTE, NOMANYACTa, Bally LONMHOCTL Ha TEXYLLEM MECTe pasoTe: *

ACMWPaHT unu nabopaxT
AccucTeHT

CTaplmit npenofasaTens
HougHt

Mpodeccop

OO0 O0O0OO0CO0

Other:

YKaMHTE, NOMANYACTa, Bally yueHy CTeneHs: *

() Orcyteryer
O KaHgupat Hayk
O JoxTop Hayk

(C) PhD (nonyuexa sa py6eom)

() other:

YKamuTE, NOMANYACTa, Bal NefarorMyecknii CTam (Kon-80 NonHbIxX net): *

Your answer

YKEKUTE, NOMANYACTa, Bally OCHOBHYIO CTIELMANW3aLNID B NPENogaBaHii Ha  *
TEKYLLEM MECTE DABOThI

() Ma Haykw (ma WT.A)

(C) EcTecTBeHHbIE M TEXHUYECKME HAYKM (GHONOTHSR, XMMIR, DH3NKaE M T.4,)

(C) CouMansHo-TYMEHHTEPHEIE HaYKK (MCTODHA, a MANT.A)

YKaWMWTE, NOMaNYACTa, TMN Ballei 06pa30BaTenbHON Opradn3aLnm *

() Buicweey (y T, MHCTHTYT, GKafEMus, ...}
() Mpodp 6p opr (konnemx, M.}
O Oprat Ly 1oro ofy (kopnopaTHBHbIR TET,

KOPMOPATHBHEIR y4eGHbIA LIEHTP M T.N.)

() Other:

YKaMMWTE, NOMANYACTa, B KaKOM CySbekTe PO HaxoauTcA Balle yyetHoe *
38BEfEHHE:

Your answer

YKaMMTe, NOXanyiCcTa, HassaHue Ballero yueBHOTO 3a5e0eHNA (TeKyLLEe MeCTO
paBoThl):

Your answer

YKammuTe Ball 3NeKTPOHHLIA agpec, ecni Bol XoTenu 661 NONYYHTE pe3ynbTaThl
MCCNenoBaHuA (pesynbTaTbl 6YAYT PA30CNEHEI B MIOHE-MIONE 3TOT0 roaa)

Your answer

Back Submit S Page 9 of 9 Clear form
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Appendix 2. SPSS and AMOS outputs

Innovativeness (INV)

Reliability Statistics

Cronbach's
Alpha M oof ltems
g72 4
Item Statistics
Mean Std. Deviation M

[ 34268 1,18300 403
M2 35732 1,22838 403
M3 3,8660 116410 403
INv4_REVERSED 3,5980 1,15133 403

Item-Total Statistics

Scale Corrected Cronbach's
Scale Meanif YWariance if [tem-Total Alpha if ltem
ltermn Deleted ltermn Deleted Correlation Deleted
[ 11,0372 7,200 T36 G227
[MY2 10,8908 6,680 rag 5E5
[MY3 10,5980 8,141 568 720
INV4_REVERSED 10,8660 10,086 2R2 JBET
33
SMEAN(INV1) ! e
11
SMEAN(INV2)
Innovativeness 78
SMEAN(INV3)
1,21
SMEAN(INV4_REVERSED)
CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 8 4,825 2 ,090 2,413
Saturated model 10 ,000 0
Independence model 4 739,103 6 ,000 123,184

RMR, GFI



Model RMR GFI  AGFI PGFI
Default model ,026  ,994 969  ,199
Saturated model ,000 1,000
Independence model | ,568 556  ,260 ,334
Baseline Comparisons

NFI  RFI IFI  TLI
Model Deltal rhol Delta2 rho2 CFl
Default model ,993  ,980 996 988 996
Saturated model 1,000 1,000 1,000
Independence model ,000 ,000 ,000 ,000 ,000
RMSEA
Model RMSEA LO90 HI90 PCLOSE
Default model ,059 ,000 ,129 ,316
Independence model ,551 ,518 585 ,000
Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label

INV1 1 <--- Innovativeness 1,000
INV2_1 <--- Innovativeness 1,144 053 21,759 ***
INV3_1 <--- Innovativeness /33 ,049 14,955 ***
INV4 REVERSED 1 <--- Innovativeness 329 ,055 5,929 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
INV1 1 <--- Innovativeness 874
INV2_1 <--- Innovativeness ,963
INV3 1 <--- Innovativeness ,651
INV4 REVERSED 1 <--- Innovativeness ,295

Factor 1

Lamda-

Error

Lamda squared  variance

Item 1 0,874 0,76
ltem 2 0,963 0,93
Item 3 0,651 0,42
Item 4 0,295 0,09
Item 5

ltem 6

Item 7

ltem 8

item 9

ltem 10

SummeQ 2,78 2,20
SummeQ 7,75 4,85
Composite factor reliability 0,81
AVE 0,55

0,24
0,07
0,58
0,91

1,80
3,23
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30

SMEAN(INV1) ! e

A5

SMEAN(INV2)

Innovativeness 77
SMEAN(INV3)

System quality (SQ)

Reliability Statistics

Cronbach's
Alpha M of ltems
882 5
Item Statistics
Mean Stal. Deviation I
sa1 402 1,068 384
sQ2 3,65 1,142 384
5Q3 3,67 1,192 g4
S04 3,60 1,051 384
5Q5 3,55 1,151 384
Item-Total Statistics
Scale Corrected Cronbach's
Scale Mean if Wariance if ltem-Total Alpha if ltem
[tern Deleted [tern Deleted Correlation Deleted
501 14,35 14778 664 868
sQ2 14,72 13173 832 828
503 14,80 13,380 753 848
S04 14,79 14,649 G983 861
5Q5 14,82 14,418 Gd4 874

5

SMEAN(SQ1) q—.

1
5

1
SMEAN(SQ2) 4—.
35

SMEAN(3Q3)

&

System quality

SMEAN(5Q4)

SMEAN(SQ5)

CMIN



Model NPAR CMIN DF P CMIN/DF

Default model 10 47,333 5 ,000 9,467

Saturated model 15 ,000 0

Independence model 5 1138,689 10 ,000 113,869
RMR, GFI

Model RMR GFI AGFI PGFI

Default model ,049 953 ,859 318

Saturated model ,000 1,000

Independence model | ,594 406 ,109 271
Baseline Comparisons

NFlI  RFI IFI  TLI

Magel Deltal rhol Delta2 rho2 CFI

Default model ,958 917 963 925  ,962

Saturated model 1,000 1,000 1,000

Independence model ,000 ,000 ,000 ,000 ,000
RMSEA

Model RMSEA LO90 HI90 PCLOSE

Default model

Independence model

,145
,530

,109
,504

,184 ,000
,556 ,000

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
SQ1 1 <--- SQ 1,000
SQ2 1 <--- SQ 1,442 086 16,863 ***
SQ3 1 <--- SQ 1,385 ,087 15,984 ***
SQ4 1 <--- SQ 995 075 13,218 ***
SQ5 1 <--- SQ 1,002 ,082 12,205 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SQ1 1 <--- SQ ,694
SQ2 1 <--- SQ ,936
SQ3 1 <--- SQ ,862
SQ4 1 <--- SQ ,702
SQ5 1 <--- SQ ,646
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Factor 1

Lamda-  Error

Lamda squared  variance
Item 1 0,694 0,48 0,52
ltem 2 0,936 0,88 0,12
Iltem 3 0,862 0,74 0,26
ltem 4 0,702 0,49 0,51
ltem 5 0,648 0,42 0,58
ltem 6
ltem 7
ltem 8
item 9
ltem 10
SummeQ 3,84 3,01 1,99
SummeQ 14,75 9,07 3,96
Composite factor reliability 0,88
AVE 0,60

Covariances: (Group number 1 - Default model)

M.l.  Par Change
e4 <--> eb5 | 23,633 161
e3 <--> e5 | 5,683 -,069
e2 <--> e4 | 8,484 -,060
g2 <--> e3 | 5,403 ,038
el <--> €5 7,023 ,090
el <--> e3 9,474 -,078

CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 12 10,241 3 ,017 3,414
Saturated model 15 ,000 0
Independence model 5 1138,689 10 ,000 113,869
RMR, GFI
Model RMR GFI AGFI PGFI
Default model ,025 ,990 951 198
Saturated model ,000 1,000
Independence model | ,594 406 ,109 271

Baseline Comparisons
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NFI

RFI

IFI

TLI

Model Deltal rhol Delta2 rho2 CFl

Default model 991,970 994 979 ,994

Saturated model 1,000 1,000 1,000

Independence model ,000 ,000 ,000 ,000 ,000
RMSEA

Model RMSEA LO90 HI9 PCLOSE

Default model

Independence model

077
,530

,029
,504

,132 ,150
,556 ,000

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
SQ1 1 <--- SQ 1,000
SQ2 1 <--- SQ 1,362 ,082 16,574 ***
SQ3 1 <--- SQ 1,364 ,088 15,450 ***
SQ4 1 <--- SQ 941 071 13,211 ***
SQ5 1 <--- SQ 937 ,078 12,028 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SQ1 1 < SQ 723
SQ2 1 < SQ 922
SQ3 1 < SQ 884
SQ4 1 < SQ 692
SQ5 1 < SQ 629
Factor 1
Lamda- Error

Lamda squared  variance
Item 1 0,723 0,52 0,48
Item 2 0,922 0,85 0,15
Item 3 0,884 0,78 0,22
Item 4 0,692 048 0,52
Item 5 0,629 040 0,60
Item 6
Item 7
ltem 8
item 9
Iltem 10
SummeQ 3,85 3,03 1,97
SummeQ 14,82 9,17 3,89

Composite factor reliability
AVE

0,88
0,61
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Facilitating conditions (FC)

Reliability Statistics

Cronbach's
Alpha M oof ltems

865 3

Item Statistics

Mean Std. Deviation M
FCA 3,82 1,127 403
FEZ 3,87 1,200 403
[Pl 3,74 1,179 403

Item-Total Statistics

Scale Corrected Cronbach's
Scale Mean if Wariance if ltem-Total Alpha if ltem
[termn Deleted [termn Deleted Correlation Deleted
FC1 7,66 4 /35 808 7a4
FGZ 762 4252 TE6 TE1
FC3 7,648 4 856 63T S06

Perceived usefulness (PU)

Reliability Statistics
Cronbach's
Alpha M of ltems
Rl 4

Item Statistics

Mean Stal. Deviation I
P 3,47 1,240 403
PU2 3,50 1,272 403
PU3 3,47 1,274 403
PL4 3,71 1,211 403
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Item-Total Statistics

Scale Corrected Cronbach's
Scale Mean if Wariance if ltem-Tuotal Alpha if ltem
[termn Deleted [termn Deleted Correlation Deleted
PLI1 10,67 12,807 JBET G44a
R 10,65 12,3949 BaA G40
PLI3 10,67 12,242 817 G34
PL4 10,43 12,873 JBE6 843

]
SMEAN(PU1) o
723

1
SMEAN(PU2)
16

1
SMEAN(PU3)

SMEAN(PU4)

1,00

121

Perceived usefulness |—

CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 8 13,510 2 ,001 6,755
Saturated model 10 ,000 0
Independence model 4 1766,557 6 ,000 294,426
RMR, GFI
Model RMR GFI AGFI PGFI
Default model ,014 ,985 923 197
Saturated model ,000 1,000
Independence model | 1,018 ,319 -135 191

Baseline Comparisons

NFI  RFI IFI  TLI
Model Deltal rhol Delta2 rho2 CFI
Default model 992 977 993 980  ,993
Saturated model 1,000 1,000 1,000
Independence model ,000 ,000 ,000 ,000 ,000

RMSEA
Model RMSEA LO90 HI90 PCLOSE
Default model ,120 ,065 184 ,021
Independence model ,854 ,821  ,888 ,000




Regression Weights: (Group number 1 - Default model)

PU4 1 < PU

995 1,036 28,012

Estimate S.E. C.R. P Label
PU1 1 <--- PU 1,000
PU2 1 <--- PU 1,069 ,036 29,612 ***
PU3 1 <--- PU 1,096 ,035 31,405 ***
*k*k

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
PUL 1 < PU 889
PU2 1 <--- PU 927
PU3 1 <--- PU ,949
PU4 1 <--- PU ,907
Factor 1
Lamda-  Error
Lamda squared  variance
Item 1 0,889 0,79 0,21
Item 2 0,927 0,86 0,14
Item 3 0,949 0,80 0,10
ltem 4 0,907 0,82 0,18
ltem 5
ltem 6
ltem 7
ltem 8
item 9
Item 10
SummeQ 367 337 0,63
SummeQ 13,48 11,38 0,39
Composite factor reliability 0,96
AVE 0,84

Covariances: (Group number 1 - Default model)

M.l.  Par Change
e3 <--> e4 | 4,906 -,030
el <--> e2 | 7,661 -,045

1.00

SMEAN(PU1)

-07

1.26

SMEAN(PU2)

Perceived usefulness |—

CMIN

SMEAN(PU3)

SMEAN(PU4)
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Model NPAR CMIN DF P CMIN/DF

Default model 9 ,300 1 ,584 ,300

Saturated model 10 ,000 0

Independence model 4 1766,557 6 ,000 294,426
RMR, GFI

Model RMR GFI AGFI PGFI

Default model ,002 1,000 ,996  ,100

Saturated model ,000 1,000

Independence model | 1,018 319 -135 191
Baseline Comparisons

NFlI  RFI IFI TLI

Magel Deltal rhol Delta2 rho2 CFI

Default model 1,000 ,999 1,000 1,002 1,000

Saturated model 1,000 1,000 1,000

Independence model ,000 ,000 ,000 ,000 ,000
RMSEA

Model RMSEA LO90 HI90 PCLOSE

Default model

Independence model

,000 ,000 ,108 , 136
,854 ,821  ,888 ,000

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
PU1 1 <--- PU 1,000
PU2 1 <--- PU 1,065 ,037 28,423 ***
PU3 1 <--- PU 1,066 ,034 31,432 ***
PU4 1 <--- PU 974 034 28,503 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
PU1 1 <--- PU ,906
PU2 1 <~ PU 940
PU3 1 <~ PU ,940
PU4 1 <--- PU ,903
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Factor 1

Lamda-  Error

Lamda squared  variance
Item 1 0,906 0,82 0,18
Item 2 0,94 0,88 012
ltem 3 0,94 0,88 0,12
ltem 4 0,903 0,82 0,18
Item 5
ltem 6
ltem 7
ltem 8
item 9
ltem 10
SummeQ 3,69 3,40 0,60
SummeQ 13,61 11,58 0,36
Composite factor reliability 0,96
AVE 0,85

Perceived ease of use (PEOU)

Reliability Statistics

Cronbach's
Alpha M oof ltems
028 4
Item Statistics
Mean Std. Deviation

PEDL 389 1,077 403
PEOLZ 347 1,164 403
FPEQL3 3,56 1,132 403
FEQLI4 3,46 1,128 403

Item-T otal Statistics

Scale Corrected Cronbach's
Scale Mean if Yariance if [tem-Total Alpha if ltem
[tem Deleted [tem Deleted Correlation Deleted
FPECQILA 10,49 10,181 TiT 24
PEOQLIZ 10,91 95349 TE6 E19
PEOLZ 10,82 9218 8848 884
FEOLI4 10,91 9438 a60 =47

Perceived ease of use
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CMIN

Model NPAR CMIN DF P CMIN/DF

Default model 8 3,553 2 ,169 1,776

Saturated model 10 ,000 0

Independence model 4 1365,118 6 ,000 227,520
RMR, GFI

Model RMR GFlI AGFI PGFI

Default model ,009 ,996 979 199

Saturated model ,000 1,000

Independence model | ,751  ,362 -,063 217

Baseline Comparisons

NFI  RFlI IFI TLI
Model Deltal rhol Delta2 rho2 CFI
Default model ,997 992 999 997 999
Saturated model 1,000 1,000 1,000
Independence model ,000 ,000 ,000 ,000 ,000
RMSEA
Model RMSEA LO90 HI9 PCLOSE
Default model ,044 ,000 117 ,445
Independence model ,751 17 784 ,000

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
PEOU1 1 <--- PEOU 1,000

PEOU2 1 <--- PEOU 1,118 ,058 19,302 ***
PEOU3 1 <--- PEOU 1,256 ,053 23,544 ***
PEOU4 1 <--- PEOU 1,190 ,054 22,097 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
PEOU1 1 <--- PEOU ,801
PEOU2 1 <--- PEOU ,829
PEOU3 1 <--- PEOU 957
PEOU4 1 <--- PEOU ,909




Factor 1

Lamda-

Lamda squared
ltem 1 0,801 0,64
ltem 2 0,829 0,69
ltem 3 0,957 0,92
ltem 4 0,909 0,83
ltem 5
ltem 6
ltem 7
Iltem 8
item 9
ltem 10
SummeQ 3,50 3,07
SummeQ 12,22 9,43
Composite factor reliability 0,93
AVE 0,77

Error
variance

0,36
0,31
0,08
0,17

0,93
0,86

Attitude towards usage (ATU)

Reliability Statistics
Cronbach's
Alpha M of ltems
850 4

Item Statistics

Mean Std. Deviation

AT 3,85 1,103 403
ATLIZ 3,55 1,258 403
ATLIZ 3,47 1,295 403
ATLI4 3,76 1,205 403
Item-Total Statistics
Scale Corrected Cronbach's

Scale Mean if Yariance if [tem-Taotal Alpha if ltem

[tern Deleted [tern Deleted Correlation Deleted
AT 10,78 12,538 878 936
ATLZ 11,08 11,306 913 923
ATLIZ 11,16 11,529 842 947
ATLI4 10,88 11,776 28493 930

Attitude towards usage




CMIN

Model NPAR CMIN DF P CMIN/DF
Default model 8 11,540 2 ,003 5,770
Saturated model 10 ,000 0
Independence model 4 1691,405 6 ,000 281,901
RMR, GFI
Model RMR GFI AGFI PGFI
Default model ,014 987 934 197
Saturated model ,000 1,000
Independence model | ,948 326 -,124 195
Baseline Comparisons
NFlI  RFI IFI  TLI
Model Deltal rhol Delta2 rho2 CFl
Default model ,993  ,980 994 983 994
Saturated model 1,000 1,000 1,000
Independence model ,000 ,000 ,000 ,000 ,000
RMSEA
Model RMSEA LO90 HI90 PCLOSE
Default model ,109 ,054 173 ,040
Independence model ,836 ,803  ,870 ,000
Regression Weights: (Group number 1 - Default model)
Estimate S.E. C.R. P Label
ATUl1 1 <--- ATU 1,000
ATU2 1 <--- ATU 1,182 ,035 33,864 ***
ATU3 1 <--- ATU 1,113 ,042 26,573 ***
ATU4 1 <--- ATU 1,100 ,035 31,197 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate

ATUL 1 < ATU
ATU2 1 < ATU
ATU3 1 < ATU
ATU4 1 < ATU

,913
,947
,866
,920
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Factor 1

Lamda- Error

Lamda squared variance
Item 1 0,913 0,83 0,17
Item 2 0,947 0,90 0,10
Iltem 3 0,866 0,75 0,25
ltem 4 0,92 0,85 0,15
Iltem 5
Item 6
Iltem 7
ltem 8
item 9
Iltem 10
SummeQ 3,65 3,33 0,67
SummeQ 13,29 11,07 0,45
Composite factor reliability 0,95
AVE 0,83

Covariances: (Group number 1 - Default model)

M.l.  Par Change
el <--> e3 | 7,877 -,048

1
SMEAN(ATU1)
18
1,00 .
LA SMEAN(ATUZ) ;
) ]
112 SMEAN(ATUS3)
1,08 ;

1
Attitude towards usage
1

SMEAN(ATU4)

CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 9 111 1 ,739 111
Saturated model 10 ,000 0
Independence model 4 1691,405 6 ,000 281,901
RMR, GFI
Model RMR GFI AGFI PGFI
Default model ,001 1,000 999 100
Saturated model ,000 1,000
Independence model | ,948 326 -,124 ,195
Baseline Comparisons
NFI RFI IFI TLI
Model Deltal rhol Delta2 rho2 CFl
Default model 1,000 1,000 1,001 1,003 1,000
Saturated model 1,000 1,000 1,000
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NFI RFI IFI TLI
Model Deltal rhol Delta2 rho2 CFl

Independence model ,000 ,000 ,000 ,000 ,000

RMSEA
Model RMSEA LO90 HI9 PCLOSE
Default model ,000 ,000 ,092 ,839
Independence model ,836 ,803  ,870 ,000

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label

ATUl 1 <--- ATU 1,000

ATU2 1 <--- ATU 1,160 ,034 33,967 ***
ATU3 1 <--- ATU 1,118 ,044 25,443 ***
ATU4 1 <--- ATU 1,084 ,034 31,620 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
ATUL 1 <— ATU 924
ATU2 1 <--- ATU ,941
ATU3 1 <--- ATU ,880
ATU4 1 < ATU 917
Factor 1

Lamda- Error
Lamda squared  variance

ltem 1 0,924 0,85 0,15
ltem 2 0,941 0,89 0,11
ltem 3 0,88 0,77 0,23
ltem 4 0,917 0,84 0,16
ltem 5
ltem 6
ltem 7
ltem 8
item 9
ltem 10
SummeQ 3,66 3,35 0,65
SummeQ 13,41 11,25 0,42

Composite factor reliability 0,95
AVE 0,84



Initial measurement model

o System qualiy

- :

100
112
)
Innovativeness.

100
SMEAN(SQZ)
SMEAN(SQ3)

SMEAN(SQ1)

(S
(St

SMEAN(SQ5)

SMEAN(SQM) !

OO®H®®,

CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 72 568,113 228 ,000 2,492
Saturated model 300 ,000 0
Independence model 24 9132,206 276 ,000 33,088
RMR, GFI
Model RMR GFlI AGFI PGFI
Default model 127 ,895 ,861 ,680
Saturated model ,000 1,000
Independence model | ,689 ,165 ,092 ,152
Baseline Comparisons
NFlI  RFI IFI  TLI
Model Deltal rhol Delta2 rho2 CFl
Default model 938 925 962 954 ,962
Saturated model 1,000 1,000 1,000
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NFI  RFI IFI TLI
Model Deltal rhol Delta2 rho2 CFl
Independence model ,000 ,000 ,000 ,000 ,000
RMSEA
Model RMSEA LO90 HI90 PCLOSE
Default model ,061 ,055 ,067 ,002
Independence model ,283 278  ,288 ,000
Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label

INV1 1 <--- Innovativeness 1,000
INV2_1 <--- Innovativeness 1,092 ,048 22,948 ***
INV3 1 <--- Innovativeness 725 1,048 15,203 ***
SQ1 1 <--- SQ 1,000
SQ2 1 <--- SQ 1,403 ,083 16,961 ***
SQ3 1 <--- SQ 1,375 ,089 15,371 ***
SQ4 1 <--- SQ 965 ,073 13,236 ***
SQ5 1 <--- SQ 976  ,080 12,247 ***
FC1 1 <--- FQ 1,000
FC2_1 <--- FQ 1,031 ,043 24,211 ***
FC3 1 <-- FQ , 167 ,048 15,922 ***
PUL 1 <--- PU 1,000
PU2 1 <--- PU 1,066 ,037 28,436 ***
PU3 1 <--- PU 1,071 ,034 31,133 ***
PU4 1 <--- PU 997 1,034 29,488 ***
PEOU1 1 <--- PEOU 1,000
PEOU2 1 <--- PEOU 1,076 ,054 19,795 ***
PEOU3 1 <--- PEOU 1,204 ,049 24,737 ***
PEOU4 1 <--- PEOU 1,167 ,049 23,674 ***
ATUl1 1 <--- ATU 1,000
ATU2 1 <--- ATU 1,172 ,033 35,159 ***
ATU3 1 <--- ATU 1,110 ,044 25,514 ***
ATU4 1 <--- ATU 1,093 ,034 32,245 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
INV1 1 <--- Innovativeness ,895
INV2_1 <--- Innovativeness ,940
INV3 1 <--- Innovativeness ,659
SQ1 1 <--- SQ ,709
SQ2 1 <--- SQ ,930
SQ3 1 <--- SQ 874
SQ4 1 <--- SQ ,695
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Estimate

SQ5_1
FC1 1
FC2 1
FC3 1
PUL 1
PU2_1
PU3 1
PU4 1
PEOU1_1
PEOU2_1
PEOUS3 1
PEOU4 1
ATUL 1
ATU2 1
ATU3 1
ATU4 1

< SQ
< FQ
< FQ
< FQ
<--- PU
<--- PU
<--- PU
<--- PU
<--- PEOU
<--- PEOU
<--- PEOU
<--- PEOU
<--- ATU
<--- ATU
<--- ATU
<--- ATU

,642
,924
,895
678
,899
,934
,937
,918
,824
,820
,943
917
,920
,945
,870
,920

Covariances:

(Group number 1 - Default model)

M.l.  Par Change
e29 <--> PU 7,351 ,043
e29 <--> Innovativeness | 8,468 -,076
e28 <--> FQ 4,052 -,059
e28 <--> Innovativeness | 8,473 ,100
e27 <--> FQ 4,254 -,042
e27 <--> SQ 4,536 ,030
e26 <--> PEOU 7,811 ,040
e26 <--> PU 12,989 -,054
e26 <--> FQ 5,219 ,047
e24 <--> PEOU 6,123 ,034
e24 <--> FQ 8,643 -,061
e23 <--> ATU 4,276 -,033
€23 <--> PEOU 10,350 ,067
e23 <--> e24 10,480 ,053
e22 <--> ATU 15,046 ,057
e22 <--> PEOU 38,120 -,118
e22 <--> FQ 7,510 ,075
e22 <--> 26 6,430 ,040
e22 <--> e24 6,039 -,037
g2l <--> ATU 25,934 ,061
e21 <--> PU 31,638 -,001
g2l <--> e29 11,124 ,046
e21 <--> 26 10,508 ,042
e21 <--> 25 4,549 -,030
g2l <--> e22 10,301 ,055
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M.I.  Par Change
e20 <--> ATU 8,848 -,034
e20 <--> PU 8,027 ,044
e20 <--> 26 20,116 -,056
e20 <--> e22 12,046 -,057
el9 <--> €20 6,238 ,032
el7 <--> PEOU 7,939 ,075
e9 <--> PU 9,131 ,079
e9 <--> FQ 5,457 ,084
e9 <--> SQ 7,247 -,066
e9 <--> e29 10,008 ,069
e9 <--> e27 12,980 -,073
e9 <--> e20 4,130 ,044
g9 <--> el5 5,129 ,056
e8 <--> Age 1 4,628 -,909
e8 <--> FQ 5,448 ,073
e8 <--> e25 13,237 ,070
e8 <--> e24 8,025 -,050
e8 <--> ¢l18 6,912 -,058
e8 <--> elb 4,587 ,046
e7 <--> el9 4,024 ,035
e7 <--> ¢9 6,105 -,068
e6 <--> e27 8,819 ,039
e6 <--> e23 5,062 -,043
e5 <> Agel 4,526 -,949
e5 <--> 23 8,149 ,077
e2 <--> ¢l8 13,519 -,070
g2 <--> eb 7,081 -,064
el <--> ¢el8 8,494 ,056
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Final measurement model

SMEAN{INVT) J
100

Lo SMEAN(INVZ) -

—a  SMEAN(INVZ)

3

&
S
@
@.
E@) )
y S )
CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 68 268,155 163 ,000 1,645
Saturated model 231 ,000 0
Independence model 21 8028,947 210 ,000 38,233
RMR, GFI
Model RMR GFI AGFI PGFI
Default model 114 940 915 663
Saturated model ,000 1,000
Independence model | ,718 184 102 ,167
Baseline Comparisons
NFl  RFI IFI  TLI
Model Deltal rhol Delta2 rho2 CFl
Default model ,967 957 987 1,983 987
Saturated model 1,000 1,000 1,000
Independence model ,000 ,000 ,000 ,000 ,000
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RMSEA

Model RMSEA LO90 HI9 PCLOSE
Default model ,040 ,031  ,048 ,975
Independence model ,304 299 310 ,000
Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
INV1 1 <--- Innovativeness 1,000
INV2 1 <--- Innovativeness 1,092 ,048 22,963 ***
INV3 1 <--- Innovativeness , /26 ,048 15,208 ***
SQ1 1 <--- SQ 1,000
SQ2_1 <--- SQ 1,496 ,099 15,062 ***
SQ3_1 <--- SQ 1,408 ,093 15,065 ***
FC1 1 <--- FQ 1,000
FC2_1 <--- FQ 1,032 ,043 24,152 ***
FC3_1 <--- FQ , /67 ,048 15917 ***
PUL 1 <--- PU 1,000
PU2 1 <--- PU 1,061 ,039 27,023 ***
PU3_1 <--- PU 1,060 ,035 30,685 ***
PU4 1 <--- PU 1,093 ,040 27,254 ***
PEOU2 1 <--- PEOU 1,000
PEOU3 1 <--- PEOU 1,155 047 24,482 ***
PEOU4 1 <--- PEOU 1,184 ,060 19,712 ***
ATUl1 1 <--- ATU 1,000
ATU2 1 <--- ATU 1,168 ,033 35,087 ***
ATU3 1 <--- ATU 1,108 ,043 25,524 ***
ATU4 1 <--- ATU 1,094 ,034 32,592 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
INV1 1 <--- Innovativeness ,894
INV2_1 <--- Innovativeness ,941
INV3 1 <--- Innovativeness ,659
SQ1.1 < SQ ,682
SQ2 1 <-- SQ ,955
SQ3 1 <-- SQ ,861
FC11 < FQ 924
FC2_1 <--- FQ ,895
FC3_1 <--- FQ ,678
PUL1 < PU 856
PU2 1 < PU 886
PU3 1 < PU ,884
PU41 <--- PU ,959
PEOU2 1 < PEOU 776
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Estimate
PEOU3 1 <--- PEOU 921
PEOU4 1 <--- PEOU 947
ATUl 1 <-- ATU 921
ATU2 1 < ATU 943
ATU3 1 <--- ATU ,869
ATU4 1 <--- ATU ,922
Descriptive Statistics
I Minimum  Maximum Mean Std. Deviation
MY _MEARM 403 1,00 5,00 36220 1,08916
S0_MEARM 334 1,00 5,00 37457 1,00827
FC_MEAR 403 1,00 5,00 3,8271 1,03752
PL_MEAR 403 1,00 500 35354 1173549
FPECQL_MEAM 403 1,00 5,00 344963 1,06358
ATL_MEARM 403 1,00 5,00 36588 1,134497
Walid M {listwise) 384
Correlations
INY_MEAM  SC_MEAM  FC_MEAM  PU_MEAR  PEOU_MEAM  ATU_MEAM
1Y _MEANM Pearson Correlation 1 60 283 387 ,200 208
Sig. (2-tailed) ooz Joon Jooo Jooon oo
I 403 384 403 403 403 403
S0_MEAN Pearson Correlation 60 1 469 ABs 524 611
Sig. (2-tailed) ooz Joon Jooo Jooon oo
I 384 384 384 384 384 384
FC_MEAN Pearson Correlation 283 469 1 508 503 501
Sig. (2-tailed) oo oo Jooo Jooon oo
Il 403 384 403 403 403 403
PU_MEAN Pearson Correlation 387 4858 =08 1 523 829
Sig. (2-tailed) oo oo Joon Jooon oo
Il 403 384 403 403 403 403
FPEOU_MEAM  Pearson Correlation ,200 524 B03 523 1 BTE
Sig. (2-tailed) oo oo Joon Jooo oo
Il 403 384 403 403 403 403
ATU_MEAM Pearson Correlation 208 611 Rh| 829 BTE 1
Sig. (2-tailed) oo oo .oon 000 oo
Il 403 384 403 403 403 403
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Initial structural model

1.7
1
SMEAN(AUI

1] ﬂ 1.1
= 147, 102

@ €9 @

4VEAN(PU1 :1MEAN{PU1 Ei\( ANIPU‘ VEAN P

SMEAN(Age)

SUEANGAUE) si\xzmuma} s}«:mmu# sP:ANm‘ru}sf::AN.nu} )

CMIN

+[ANP OLIS+ AN(PE 048+EAV EO\.I

SMEAN(INV1)

SMEAN(INV2)

.
SMEAN(SQ1)
SMEAN(SQ2)

SMEAN(FC1)

s SMEAN(FC2)

Model

NPAR CMIN DF P CMIN/DF

Default model
Saturated model
Independence model

66 493,844 210 ,000 2,352
276 ,000 0
23 8336,503 253 ,000 32,951

RMR, GFI

Model

RMR GFlI AGFI PGFI

Default model
Saturated model
Independence model

176,900 ,869  ,685
,000 1,000
722,186 112,170

Baseline Comparisons

Model

NFlI  RFI IFI  TLI CEl
Deltal rhol Delta2 rho2

Default model
Saturated model
Independence model

941,929 965 958 965
1,000 1,000 1,000
,000 ,000 ,000 ,000 ,000

RMSEA

Model

RMSEA LO90 HI90 PCLOSE

Default model
Independence model

,058 ,051  ,065 ,024
,282 277 287 ,000

SMEAN(FC3)

8

g 9,9‘
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Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label

PEOU <--- FC 360 ,052 6,951  ***
PEOU <--- SQ ,619 ,081 7,630 ***
PEOU <--- Age -,012 ,004 -3,251 ,001
PU <--- INV 276,043 6,464  ***
PU <--- SQ 328,079 4,157  ***
PU <--- PEOU 437 053 8,194  ***
PU <--- Age ,004 ,004 1,223 221
ATU <--- PU , 713,041 17,488  ***
ATU <--- PEOU ;350 ,034 10,303  ***
INV1 1 <--- INV 1,000

INV2 1 <--- INV 1,084 ,047 23,066 ***
INV3 1 <--- INV 725 1,048 15,245  ***
SQ1 1 <--- SQ 1,000

SQ2 1 <--- SQ 1,471 ,098 14,956  ***
SQ3 1 <--- SQ 1,405 ,093 15,087 ***
FC1 1 <--- FC 1,000

FC2 1 <--- FC 1,032 ,044 23,679 ***
PUL 1 <--- PU 1,000

PU2 1 <--- PU 1,061 ,039 26,917 ***
PU3 1 <--- PU 1,057 ,035 30,533 ***
PU4 1 <--- PU 1,083 ,040 27,172 ***
PEOU4 1 <--- PEOU 1,000

PEOU3 1 <--- PEOU 979 034 29,097  ***
PEOU2 1 <--- PEOU ,848 1,042 20,006  ***
ATU4 1 <--- ATU 1,000

ATU3 1 <--- ATU 1,020 ,037 27,775  ***
ATU2 1 <--- ATU 1,066 ,030 35,054  ***
ATUl1 1 <--- ATU 911 029 31,914  ***
AUI <--- ATU ,633 ,062 10,267  ***
AUE <--- ATU 832,109 7,642  ***
FC3 1 <--- FC , 769 1,048 15,883  ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
PEOU <--- FC ,352
PEOU <--- SQ 417
PEOU <--- Age -,132
PU <--- INV ,276
PU <--- SQ ,222
PU <--- PEOU ,439
PU <--- Age ,049
ATU <--- PU ,685
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Estimate
ATU <--- PEOU ,337
INV1 1 <--- INV ,897
INV2 1 <--- INV ,937
INV3 1 <--- INV ,661
SQ1 1 <--- SQ ,689
SQ2_ 1 <--- SQ ,948
SQ3 1 <--- SQ ,867
FC1 1 <--- FC ,923
FC2_ 1 <--- FC ,895
PUL 1 <--- PU ,859
PU2 1 <--- PU ,888
PU3 1 <--- PU ,884
PU4 1 <--- PU ,953
PEOU4 1 <--- PEOU ,943
PEOU3 1 <--- PEOU ,921
PEOU2 1 <--- PEOU 776
ATU4 1 <--- ATU ,921
ATU3 1 <--- ATU ,874
ATU2 1 <--- ATU ,941
ATU1 1 <--- ATU ,917
AUI <--- ATU 471
AUE <--- ATU ,366
FC3 1 <--- FC ,679

Covariances: (Group number 1 - Default model)

M.l.  Par Change
e30 <--> FC 20,907 ,176
e30 <--> SQ 4,410 -,056
e32 <--> SQ 8,521 ,048
e32 <--> e31 | 12,224 -,075
el7 <--> e31 | 13,765 ,142
e34 <--> SQ 4,335 -,160
e34 <--> INV | 7,653 ;339
e34 <--> e32 5,667 -,140
e33 <--> INV | 8,949 ,206
e33 <--> e34 | 84,533 1,410
e29 <--> FC 7,338 ,063
e29 <--> e30 | 16,089 -,080
e28 <--> SQ | 12,903 ,058
e28 <--> e34 5,864 -,138
e27 <--> INV | 8,082 ,101
e26 <--> FC 6,171 ,061
e26 <--> INV | 8,206 -,078
e26 <--> e3l 4,734 -,048




M.I.  Par Change
e26 <--> e30 | 11,192 ,070
e24 <--> €30 8,293 -,081
e23 <--> FC 7,094 -,061
e23 <--> €33 5,799 ,076
e2l <--> Age 5,630 -,703
e2l <--> SQ 6,851 -,043
e2l <--> e34 | 12,620 ,210
e2l <--> €33 5,609 ,078
e21 <--> e28 9,436 -,038
g2l <--> €26 6,842 ,034
e20 <--> e29 | 13,578 -,046
el9 <--> e34 4,444 -,132
e19 <--> e23 4,019 -,026
el6 <--> e26 5,016 ,038
el5 <--> €30 6,425 ,061
e7 <--> e34 5,246 -,176
e7 <--> el9 4,043 ,035
e6 <--> e32 5,140 ,032
e6 <--> e28 6,968 ,036
e6 <--> e24 5,817 -,046
e6 <--> e21 5,583 -,033
e5 <--> Age | 4,225 -,946
e5 <--> e28 5,339 -,044
e5 <--> e24 8,721 ,081
g2 <--> FC 4122 -,061
g2 <--> e20 5,147 ,036
e2 <--> el18 | 13,190 -,069
g2 <--> eb 7,626 -,068
el <--> el8 8,595 ,055
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Final structural model

5 14
@ @ EAN(PUY{ | QMEAN(PLZ) SMEAN(PUY) EAN:
s R 308 ™
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w : o @‘ “ SMEAN(Age)
(=) {morfEmumsEnr e}
S{EAMI?EO(*S*‘EMU?‘EOMEAMF"EDQ: ) _
- —s‘u:,wrclv @
CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 67 399,537 209 ,000 1,912
Saturated model 276 ,000 0
Independence model 23 8336,503 253 ,000 32,951
RMR, GFI
Model RMR  GFI AGFI PGFI
Default model ,165 919 894 696
Saturated model ,000 1,000
Independence model | ,722 186 112 ,170

Baseline Comparisons

NFI  RFI IFI TLI
Model Deltal rhol Delta2 rho2 CFI
Default model 952,942 977 971 976
Saturated model 1,000 1,000 1,000
Independence model ,000 ,000 ,000 ,000 ,000
RMSEA
Model RMSEA LO90 HI9 PCLOSE
Default model ,048 ,041 ,055 ,703
Independence model ,282 277 287 ,000

Regression Weights: (Group number 1 - Default model)
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Estimate S.E. C.R. P Label

PEOU <--- FC 360 ,052 6,952  ***
PEOU <--- SQ ,619 ,081 7,632 ***
PEOU <--- Age -,012 ,004 -3,249 ,001
PU <--- INV 276,043 6,459  ***
PU <--- SQ 328,079 4,159  ***
PU <--- PEOU 437 053 8,191  ***
PU <--- Age ,004 ,004 1,225 ,220
ATU <--- PU 711,041 17,422  ***
ATU <--- PEOU 352,034 10,332  ***
AU <--- ATU ,625 ,062 10,115  ***
INV11 <-- INV 1,000

INV2 1 <--- INV 1,084 ,047 23,065  ***
INV3 1 <--- INV 725 1,048 15,245  ***
SQ1 1 <--- SQ 1,000

SQ2 1 <--- SQ 1,471 ,098 14,957  ***
SQ3 1 <--- SQ 1,405 ,093 15,087  ***
FC1 1 <--- FC 1,000

FC2 1 <--- FC 1,032 ,044 23,679 ***
PUL 1 <--- PU 1,000

PU2 1 <--- PU 1,061 ,039 26,919 ***
PU3 1 <--- PU 1,057 ,035 30,533 ***
PU4 1 <--- PU 1,082 ,040 27,146 @ ***
PEOU4 1 <--- PEOU 1,000

PEOU3 1 <--- PEOU 979 1,034 29,102  ***
PEOU2 1 <--- PEOU ,848 1,042 20,011  ***
ATU4 1 <--- ATU 1,000

ATU3 1 <--- ATU 1,019 ,037 27,752  ***
ATU2 1 <--- ATU 1,067 ,030 35,168  ***
ATUL1 1 <-- ATU 911,028 32,013  ***
FC3 1 <--- FC , 769 1,048 15,884  ***
AUl 1 <--- AU 1,000

AUE 1 <-- AU 1,300 ,160 8,135  ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
PEOU <--- FC ,352
PEOU <--- SQ 417
PEOU <--- Age -,132
PU <--- [NV ,276
PU <--- SQ ,222
PU <--- PEOU ,439
PU <--- Age ,049
ATU <--- PU ,683
ATU <--- PEOU ,339
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Estimate

AU
INVL 1
INV2_1
INV3_1
SQ1 1
SQ2. 1
SQ3_1
FC1 1
FC2 1
PUL 1
PU2 1
PU3 1
PU4 1
PEOU4 1
PEOUS3 1
PEOU2_1
ATU4 1
ATU3 1
ATU2 1
ATUL 1
FC3 1
AUI_1
AUE_1

<eem
<Leem
e
e
P
P
e
e
P
P
e
e
P
P
<Lemm
<Lemm
P
P
<Lemm
<Lemm
P
P
<Lemm

ATU
INV
INV
INV

PEOU
PEOU
PEOU
ATU
ATU
ATU
ATU
FC
AU
AU

,552
,897
,937
,661
,689
,948
,867
,923
,895
,859
,888
,884
,953
,943
,920
776
,921
873
,942
,917
,679
,843
,648

Squared Multiple Correlations: (Group number 1 - Default model)

Estimate
PEOU 442
PU ,490
ATU ,865
AU ,305
AUE 1 420
AUl 1 711
FC3. 1 461
ATU1 1 841
ATU2 1 ,887
ATU3 1 762
ATU4 1 849
PEOU2 1 ,602
PEOU3 1 847
PEOU4 1 890
PU4 1 ,908
PU3 1 ,782
PU2 1 ,789
PUL 1 738
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Estimate

FC2_1
FC1_1
SQ3_1
SQ2 1
SQ1_1
INV3_1
INV2_1
INVZL 1

801
852
751
898
474
436
878
805

Actual usage (AU):

Factor 1
Lamda- Error
Lamda squared  variance
Item 1 0,843 0,71 0,29
Item 2 0,648 0,42 0,58
ltem 3
ltem 4
ltem 5
ltem &
ltem 7
ltem 8
item 9
ltem 10
SummeQ 1,49 1,13 0,87
SummeQ 2,22 1,28 0,76
Composite factor reliability 0,72
AVE 0,57
Additional tests
Correlations
501 502 503 S04 505 AUl AUE
Sa1  Pearson Comelation 1 6547 5507 5287 517 2607 K
Sig. (2-tailed) 000 000 000 000 000 000
i 384 284 384 384 384 384 284
802  Pearson Correlation 6547 1 8217 6327 588" 286 167
Sig. (2-tailed) 000 000 000 000 000 001
i 384 284 384 384 384 384 284
503 Pearson Corelation 5507 521”7 1 605" 516" 208" 096
Sig. (2-tailed) 000 000 000 000 000 059
i 384 284 384 384 384 384 284
504 Pearson Correlation 5287 632" 605" 1 577 1387 076
Sig. (2-tailed) 000 000 000 000 007 139
i 384 284 384 384 384 384 284
SQ5  Pearson Corelation 5177 588" 516" 577 1 2117 1827
Sig. (2-tailed) 000 000 000 000 000 005
N 384 384 384 384 384 384 384
AUl Pearson Correlation 2607 286" 2087 1387 2117 1 547"
Sig. (2-tailed) 000 000 000 007 000 000
i 384 384 384 384 384 403 403
AUE  Pearson Correlation 189" 167" 096 076 1427 5477 1
Sig. (2-tailed) 000 001 059 139 005 000
N 364 384 364 364 384 403 403

** Caorrelation is significant atthe 0.01 level (2-tailed).
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Correlations

FC_Assistanc  FC_Assistanc  FC_Assistanc  FC_Assistanc  FC_Assistanc  FC_Weasure FC_Measure FC_Measure
e_1 e_2 e_3 e_d4 e_5 s_1 s_2 s_3 AUl AUE
FC_Assistance_1  Pearson Correlation 1 228" 2177 108 1377 050 127 046 083 118
Sig. (2-tailed) 000 000 035 006 319 010 361 087 018
i 403 403 403 403 403 403 403 403 403 403
FC_Assistance_2  Pearson Comelation 226" 1 186" 034 127 517 091 016 075 158"
Sig. (2-tailed) 000 000 485 010 002 068 750 133 001
i 403 403 403 403 403 403 403 403 403 403
FC_Assistance_3  Pearson Comelation 27 188" 1 099 172" 093 108" 149" 127 2017
Sig. (2-tailed) 000 000 048 001 061 034 003 014 000
N 403 403 403 403 403 403 403 403 403 403
FC_Assistance_4  Pearson Correlation 105" 034 099" 1 -016 041 1457 008 149" 168"
Sig. (2-tailed) 035 495 048 741 409 004 877 003 001
i 403 403 403 403 403 403 403 403 403 403
FC_Assistance_5  Pearson Correlation 137" 127 172" - 016 1 103 09g’ 065 1537 1337
Sig. (2-tailed) 006 010 001 741 038 046 183 002 008
i 403 403 403 403 403 403 403 403 403 403
FC_Measures_1  Pearson Correlation 050 1517 083 041 103 1 -,005 067 026 085
Sig. (2-tailed) 319 002 061 409 038 912 77 609 055
i 403 403 403 403 403 403 403 403 403 403
FC_Measures 2 Pearson Comelation 127 091 108" 145" 089 -005 1 079 144" 187"
Sig. (2-tailed) 010 068 034 004 046 912 114 004 000
N 403 403 403 403 403 403 403 403 403 403
FC_Measures_3  Pearson Comelation 046 - 016 149”7 008 065 067 079 1 2107 37"
Sig. (2-tailed) 361 750 003 877 183 77 114 000 006
N 403 403 403 403 403 403 403 403 403 403
AUl Pearson Correlation 083 075 127 149" 1537 026 1447 210" 1 547"
Sig. (2-tailed) 087 133 014 003 002 609 004 000 000
i 403 403 403 403 403 403 403 403 403 403
AUE Pearson Correlation e A5G 2017 168" 1337 095 187" 137" 547" 1
Sig. (2-tailed) 018 001 000 001 008 055 000 006 000
i 403 403 403 403 403 403 403 403 403 403

** Correlation is significant atthe 0.01 level (2-tailed).

* Correlation iz significant at the 0.05 level (2-tailed).
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