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## 1 Introduction

Context-free language (CFL) reachability is a framework for graph analysis which was introduced by Thomas Reps [31] and Mihalis Yannakakis [48] and allows one to specify path constraints in terms of context-free languages. CFL reachability finds application in such fields of research as static code analysis (e.g. type-based flow analysis 30] or points-to analysis [40, 39]), graph databases [48], bioinformatics [36].

CFL reachability problem is formulated as follows. One is given context-free language $\mathcal{L}$ over finite alphabet $\Sigma$ and a directed graph $D=(V, E, L)$ which edges are labeled with the symbols from $\Sigma$. It is needed to decide whether there exist a path between a pair of vertices in $D$ on which labels on the edges form a word from $\mathcal{L}$. There exist two possible variations of a problem, where the question of defined above reachability is asked for a selected pair $(s, t)$ of vertices - s-t reachability, or for all pairs of them - all-pairs reachability. CFL reachability problem complexity is often measured by the number of vertices in the graph: $n=|V|$, while the grammar is supposed to be fixed. There are several cubic [48, 32] and slightly subcubic [13] (with time $\mathcal{O}\left(n^{3} / p o l y(\log n)\right)^{1]}$ ) algorithms for all-pairs CFL reachability, so the problem clearly lies in complexity class $\mathbf{P}$.

Fine-grained complexity theory studies the exact degree of the polynomial expressing the complexity of the problems. In respect to CFL reachability the big open question is whether a truly subcubic (with time $\tilde{\mathcal{O}}\left(n^{3-\epsilon}\right)^{2}$ ) algorithm exists. Another, equally interesting, question is whether the fine-grained complexity of s-t and all-pairs CFL reachability are the same.

One of the ways to answer the question about an exact complexity of a problem is to find a lower bound. It is hard to create unconditional lower bound at most of the times. At the moment for the most of the problems there are known only trivial lower bounds based on the necessity to read all the input and produce all the output. As an example of a non-trivial lower bound one can see $\mathcal{O}(n \log n)$ lower bound for sorting algorithms based on comparisons, but this case is the exception rather than the rule.

In fine-grained complexity the usual way to answer a question about an exact complexity of a problem is to create a conditional lower bound: the lower bound is true if some widely believed hypothesis is true. The most popular hypotheses in the field are stated for the SAT, 3SUM and APSP problems.

Conditional lower bounds are achieved via a fine-grained reduction which shows how to convert an algorithm for problem $A$ into an algorithm for problem $B$. In this case fast enough algorithm for $A$ can lead to breakthrough algorithm for $B$ which is not believed to exist.

## 2 Problem statement

The aim of this work is to analyze CFL reachability problem from the fine-grained complexity point of view. In order to achieve the aim, the following objectives were set.

[^0]1. Study existing algorithms for CFL reachability and explore possible ways of their enhancement.
2. Study existing conditional lower bounds on the problem and their techniques.
3. Find new conditional lower bounds on CFL reachability (preferably based on SAT, 3SUM and APSP hypotheses) or present reasons of their non-existence.
The rest of the paper is organised as follows. We introduce the necessary definitions and basic algorithms in the field in Sec. 3. After that in Sec. 4 we structure the results in the area and present a map with connections between the problems. In Sec. 5 we present some lower bounds and argue on the possibility of some reductions. Sec. 6 is devoted to the faster algorithms for CFL reachability if path lengths are bounded by some value. In Sec. 7 we discuss a technique that may be useful in creating new reductions and its limitations.

## 3 Preliminaries

In this section we introduce the necessary definitions, discuss basic algorithms for the CFL reachability and recognition problems and give an example of a fine-grained reduction.

### 3.1 Definitions

CFL Reachability Context-free grammar (CFG) is a four-tuple $G=(N, \Sigma, P, S)$, where:

- $N$ is a set of nonterminals,
- $\Sigma$ is a set of terminals,
- $P$ is a set of productions of the followings form: $A \rightarrow \alpha, \alpha \in(N \cup \Sigma)^{*}$
- and $S \in N$ is a starting nonterminal.

We call $|G|=|N|+|\Sigma|+|P|$ the size of the grammar.
We write $\alpha A \beta \Rightarrow \alpha \gamma \beta$ where $\alpha, \gamma, \beta \in(\Sigma \cup N)^{*}$ if $A \rightarrow \gamma$ is a production, we call it a derivation step. Derivation is a composition of $i \geq 0$ derivation steps and is represented as $\Rightarrow^{*}$. Denote a context-free language of words derived from the starting nonterminal as $\mathcal{L}(G)$, i.e. $\mathcal{L}(G)=\left\{w \in \Sigma^{*} \mid S \Rightarrow^{*} w\right\}$.

Grammar is said to be in Chomsky-Normal Form (CNF) if every production is in one of the following forms:

1. $A \rightarrow B C, B, C \in N$
2. $A \rightarrow a, a \in \Sigma$
3. $S \rightarrow \epsilon$, if $S$ is not used in right-hand side of the productions

Every CFG can be transformed to CFG in CNF in polynomial time of its size [15]. Further in some algorithms we will need the input grammar be in CNF and we assume that it can be done in $\operatorname{poly}(|G|)$ time as preprocessing without affecting the time complexity of the algorithm.

CFG recognition problem is to decide whether $w \in \mathcal{L}(G)$ given a CFG $G$ and a string $w \in \Sigma^{*}$. This problem is closely related to $C F G$ parsing problem where we want a possible
derivation sequence, if $w \in \mathcal{L}(G)$. It is known [33] that CFG recognition is as hard as CFG parsing up to logarithmic factors.

Let $D=(V, E, L)$ be a directed graph with $n$ vertices which edges are labeled with symbols from $L \subseteq \Sigma$. Denote by $v \xrightarrow{a} u$ and edge from vertex $v$ to vertex $u$ in $D$ labeled with symbol $a$. We call a path from vertex $v$ to vertex $u$ an $A$-path if concatenation of labels on that path is a word that can be derived from the nonterminal $A \in N$. We say that $v$ is $A$-reachable from $u$ (or that $(u, v)$ is an $A$-reachable pairs of vertices) if there exists an $A$-path from $u$ to $v$. In case if $A=S$ is the starting nonterminal we may also say that $v$ is $\mathcal{L}$-reachable from $u$.

Context-free language (CFL) reachability problem [31] is to determine if there exists an $S$-path between some vertices. In single source/single target ( $s$ - $t$ ) CFL reachability there is one pair of vertices $s, t \in V(D)$ for which we want to determine the existence of an $S$-path from $s$ to $t$. This variation of a problem is also called on-demand problem, because it can be useful in case of many reachability queries. On the other hand in allpairs CFL reachability we are asked about $S$-path existence between all possible pairs of vertices in a graph, all at once.

Dyck-k reachability problem is a CFL reachability problem where $G$ defines a Dyck language on $k$ types of parentheses. The corresponding grammar is $G=(N, \Sigma, P, S)$, where:

- $N=\{S\}$
- $\Sigma=\left\{\left(i_{i}\right)_{i}\right\}, \forall i=1, \ldots, k$
- productions rules are $S \rightarrow \epsilon|S S|\left({ }_{1} S\right)_{1}|\ldots|\left({ }_{k} S\right)_{k}$, where $\epsilon$ is the empty string.

Dyck language is known [26] to be the hardest among the context-free languages in a way that every other language can be seen as a combination of some Dyck- $k$ with a regular language. Moreover s-t reachability problem can be transformed [35] into Dyck-2 s-t reachability problem in $\mathcal{O}(|E|)$ time if we suppose the size of the given grammar to be fixed (which is a traditional assumption).

The PDA Emptiness problem is closely connected to CFL reachability. We begin with the definitions used in it.

Pushdown Automaton (PDA) 35] is $\operatorname{six} \mathcal{A}=\left(Q, \Sigma, \Gamma, \delta, q_{0}, Q_{f}\right)$ where:

- $Q$ is a finite set of states
- $\Sigma$ is a finite string alphabet
- $\Gamma$ is a finite stack alphabet
- $\delta \subseteq Q \times(\Sigma \cup\{\epsilon\}) \times(\Gamma \cup\{\epsilon\}) \rightarrow Q \times \Gamma^{*}$ is the finite transition function
- $q_{0}$ is a start state
- $Q_{f} \subseteq Q$ is a set of final states

For some string $w$ the PDA reads it starting in state $q_{0}$ and traverses through the states using transition function. String $w$ is said to be accepted by $A$ if after reading $w$ PDA $\mathcal{A}$ stops in state $q$ that lies in $Q_{f} . \mathcal{L}(\mathcal{A})$ is the language of words accepted by PDA $\mathcal{A}$. PDA Emptiness problem is the problem of determining by $\mathcal{A}$ is $\mathcal{L}(\mathcal{A})$ empty.

Reachability in push-down systems is the problem analogous to CFL reachability problem in model checking. A push-down system $(P D S)[17] \mathcal{P}$ is a triple $(Q, \Gamma, \delta)$, where:

- $Q,|Q|=n$ is a finite set of control states
- $\Gamma$ is a finite stack alphabet
- $\delta \subseteq Q \times \Gamma \times Q \times \Gamma^{*}$ is a transition relation.

A configuration of $\mathcal{P}$ is a pair $(q, w) \in Q \times \Gamma^{*}$, where $q$ is a control state and $w$ is the stack word. Configuration graph $\mathcal{G}_{\mathcal{P}}$ if a graph on configurations as vertices with edge relation defined as follows: edge $\left(q_{1}, w_{1}\right) \rightarrow\left(q_{2}, w_{2}\right)$ exists when $\left(q_{1}, \gamma, q_{2}, w\right) \in \delta$, where $w \in \Gamma^{*}$ and $\gamma \in \Gamma \cup\{\epsilon\}$ are such that either:

1. $w_{1}=\gamma=\epsilon$ and $w_{2}=w$, or
2. $\gamma \neq \epsilon$ and there exists $w^{\prime} \in \Gamma^{*}$ such that $w_{1}=\gamma w^{\prime}$ and $w_{2}=w w^{\prime}$.

The (state) reachability problem for a PDS $\mathcal{P}$ asks, given two states $q_{s}, q_{t} \in Q$, to decide whether there exists a path $P:\left(q_{s}, \epsilon\right) \rightarrow^{*}\left(q_{t}, \epsilon\right)$ in $\mathcal{G}_{\mathcal{P}}$, where $\rightarrow^{*}$ denotes a path consisting of non-negative number of edges between the corresponding vertices. We analogously define all-pairs PDS reachability. The problem is called sparse if $|\delta|=\mathcal{O}(|Q|)$. We call the stack depth the maximum size of the stack that the system $\mathcal{P}$ can have. Below we will always work with systems that have stack depth no more than some $k$, we call $k$ the upper bound on a stack depth.

Fine-grained reductions For problems $P, Q$ and time bounds $t_{P}, t_{Q}$, a fine-grained reduction [9] from $\left(P, t_{P}\right)$ to $\left(Q, t_{Q}\right)$ is an algorithm that, given an instance $I$ of $P$, computes an instance $J$ of $Q$ such that:

- $I$ is a YES-instance of $P$ if and only if $J$ is a YES-instance of $Q$,
- for any $\epsilon>0$ there is a $\delta>0$ such that $t_{Q}(|J|)^{1-\epsilon}=\mathcal{O}\left(t_{P}(|I|)^{1-\delta}\right)$,
- the running time of the reduction is $\mathcal{O}\left(t_{P}(|I|)^{1-\gamma}\right)$ for some $\gamma>0$.


### 3.2 Existing problems and hypotheses

Here we give definitions for several problems that are connected with CFL recognition and reachability.

Popular problems Boolean satisfiability problem (SAT, $k-S A T$ ) is to determine if there exists an interpretation of variables that satisfies a given Boolean formula on $n$ variables written in $k$-conjunctive normal form, $k \geq 2$ ( $k$-CNF). The hypotheses about SAT, that we are interested about, are:

SETH [21] which proposes that there is no $\epsilon>0$ such that $k$-SAT can be solved in time $\mathcal{O}\left(2^{(1-\epsilon) n}\right)$ for any $k$.

NSETH [11] which proposes that there is no $\epsilon>0$ such that $k$-SAT can be solved conondeterministically in time $\mathcal{O}\left(2^{(1-\epsilon) n}\right)$ for any $k$.

The $3 S U M$ problem [45] is as follows: given a set $S$ of $n$ integers from $\left\{-n^{c}, \ldots, n^{c}\right\}, c>0$, determine whether there are a triple that sums in zero, i.e. $a, b, c \in S$ such that $a+b+c=0$. 3SUM hypothesis states that there exists no algorithm that runs in time $\mathcal{O}\left(n^{2-\epsilon}\right), \epsilon>0$ for this problem.

In All-Pairs Shortest Path (APSP) problem [45] one is given an $n$ node edgeweighted graph $U=(V, E)$. As in the previous problem all weights are integers from $\left\{-n^{c}, \ldots, n^{c}\right\}, c>0$. It is supposed that there are no cycles of total negative weight in the graph. For each pair of vertices $v, u$ one needs to find the weighted distance between them, i.e. the minimum over all paths from $v$ to $u$ of the total weight sum of the edges of the path. Hypothesis states that no algorithm with time $\mathcal{O}\left(n^{3-\epsilon}\right), \epsilon>0$ can solve APSP problem.

In Boolean Matrix Multiplication (BMM) problem [45] it is needed to calculate matrix product of the two given $n \times n$ matrices over boolean semiring. The fastest algorithm currently known [4] solves the task in $\mathcal{O}\left(n^{2.372 . .}\right)$ using algebraic methods. The minimal constant $c$ such that the BMM problem can be solved in $\mathcal{O}\left(n^{c}\right)$ is known as $\omega$, matrix multiplication exponent. Combinatorial BMM hypothesis [23] states that there is no $\mathcal{O}\left(n^{3-\epsilon}\right), \epsilon>0$ combinatorial algorithm for BMM. Combinatorial algorithms are not explicitly defined but the idea behind the term is that the algorithm does not use algebraic tricks to get smaller degree in polynomial; also combinatorial algorithms are more often used in practice because algebraic tricks lead to big constants behind $\mathcal{O}$-notation.

Orthogonal Vectors ( $O V$ ) problem decides whether two sets $X, Y$ of $n$ boolean $d=\omega(\log n)$-dimensional vectors contain a pair $x \in X, y \in Y$ which dot product equals zero. Conjecture states that OV problem cannot be solved in $\mathcal{O}\left(n^{2-\epsilon} \cdot \operatorname{poly}(d)\right), \forall \epsilon>0$ time.

Given an undirected graph $U$ on $n$ vertices the $k$-Clique problem [1] seeks the clique on $k$ vertices in $U$. If $0 \leq F \leq \omega$ and $0 \leq C \leq 3$ are the smallest numbers such that $k$-Clique can be solved combinatorially in $\mathcal{O}\left(n^{\frac{C k}{3}}\right)$ time and in $\mathcal{O}\left(n^{\frac{F k}{3}}\right)$ time by any algorithm, for any constant $k \geq 1$, a conjecture [45] is that $C=3$ and $F=\omega$.

Triangle detection problem [17] is a case of $k$-Clique problem with $k=3$, it asks whether an undirected graph $G=(V, E)$ contains three nodes $i, j, k \in V$ with $(i, j),(j, k),(k, i) \in E$. It can be solved in $\mathcal{O}\left(n^{3}\right)$ time by combinatorial algorithms, and in $O\left(n^{\omega}\right)$ time in general.

Language Editing Distance (LED) problem is about determining the minimum number of corrections: insertions, deletions, substitutions, that are needed to transform the given string $w \in \Sigma^{*}$ into the string $w^{\prime}$ that lies in the given context-free language $\mathcal{L}(G)$ over the same alphabet $\Sigma$. This problem is known [3] to be solvable in $\mathcal{O}\left(n^{3}\right)$ time, where $n$ is the length of the string and the grammar is considered to be fixed.

Dynamic problems The following problems are connecting CFL reachability with dynamic problems, where for one input there can be multiple queries or updates.

In the Online boolean Matrix-Vector multiplication (OMV) problem [19] we are given an $n \times n$ boolean matrix $M$, we receive $n$ boolean vectors $v_{1}, \ldots, v_{n}$ one at a time, and are required to output $M v_{i}$ (over the boolean semiring) before seeing the vector $v_{i+1}$, for all $i$. It is conjectured that there is no algorithm with total time $\mathcal{O}\left(n^{3-\epsilon}\right)$ for this problem, even with polynomial time to preprocess $M$.

The incremental Dynamic Transitive Closure (DTC) 16] problem asks to maintain reachability information in a directed graph $D=(V, E)$ between arbitrary pairs of vertices under insertions of edges. Conditional lower bound on DTC follows from OMV hypothesis and reduction from it [19]: there is no algorithm with total update time $\mathcal{O}\left((m n)^{1-\epsilon}\right)$ $(n=|V|, m=|E|)$ even with $\operatorname{poly}(n)$ time preprocessing of the input graph and $m^{\delta-\epsilon}$ time per query for any $\delta \in(0,1 / 2]$ such that $m=\Theta\left(n^{1 /(1-\delta)}\right)$ under OMV hypothesis.

Problems with lower bound based on SAT, 3SUM or APSP Below are listed two problems that have conditional lower bounds under SAT, 3SUM or APSP hypotheses and thus reductions from them to CFL reachability problem will create conditional lower bounds based on widely believed conjecture.

Our first problem of interest is $A E$-Mono $\Delta$ problem where we are presented with a graph $G=(V, E)$ on $n$ vertices in which every edge $e_{u v}$ is colored with color $c\left(e_{u v}\right)$, where $c$ is color function. AE-Mono $\Delta$ problem asks for every edge $e_{u v}$ whether there exists a monochromatic triangle that includes this edge, i.e. there is vertex $w$ that $e_{u w}, e_{v w} \in E(G)$ and $c\left(e_{u v}\right)=c\left(e_{u w}\right)=c\left(e_{v w}\right)$. This problem is known 43, 42] to be solvable in $n^{(3+\omega) / 2}$ time and has [24] $n^{2.5}$ conditional lower bound under 3SUM and APSP hypotheses (which is tight if $\omega=2$ ).

Second problem is really a pair of problems, both of them have [2] $n^{3}$ conditional lower bound under SETH, 3SUM and APSP hypotheses, where $n$ is the number of vertices in the given graph. In the Triangle collection problem one is given a node-colored graph, and the question is whether for all triples of distinct colors there exists a triangle in a graph which vertices have these colors. $\Delta$ Matching Triangles problem have the same input but in this problem one is asked about existence of a triple of colors for which there are at least $\Delta$ triangles in a graph which vertices are colored in this triple.

### 3.3 Basic algorithms and examples

In this section we present the basic algorithms for the defined CFL problems and a classic example of the fine-grained reduction.

## CFG recognition

Cocke-Younger-Kasami (CYK) algorithm [38] is a cubic algorithm for the CFL recognition problem. Recall that in CFL recognition problem it is needed to decide whether the given string $w=a_{1} \ldots a_{n}$ lies in the given context-free language $\mathcal{L}(G)$. CYK algorithm for each substring $a_{i+1} \ldots a_{j}, 0 \leq i<j \leq n$ of $w$ builds set $T_{i, j}$ :

$$
T_{i, j}=\left\{A \in N \mid A \Rightarrow^{*} a_{i+1} \ldots a_{j}\right\}
$$

After all the sets are built what is left is only to check if $S \in T_{0, n}$, which by construction of the sets is equivalent to $S \Rightarrow^{*} w$.

CYK algorithm needs as an input a string and a grammar $G$ in CNF. Recall from Sec. 3.1 that every grammar can be translated into CNF in poly $(|G|)$ time. Algorithm is based on the idea that if $A \Rightarrow^{*} w^{\prime}$ then there exists a production $A \rightarrow B C$ and a partition of the string $w^{\prime}=w^{\prime \prime} \cdot w^{\prime \prime \prime}$ such that $B \Rightarrow^{*} w^{\prime \prime}$ and $C \Rightarrow^{*} w^{\prime \prime \prime}$. For the pseudocode see Algorithm 1 .

```
Algorithm 1 CYK algorithm
    Input: Grammar \(G=(N, \Sigma, P, S)\) in CNF, string \(w=a_{1} \ldots a_{n}, a_{i} \in \Sigma\)
    Output: True if \(w \in \mathcal{L}(G)\), False otherwise
    if \(w=\epsilon\) then
        return \(S \rightarrow \epsilon \in P\)
    for \(i=1\) to \(n\) do
        \(T_{i-1, i}=\left\{A \mid A \rightarrow a_{i} \in P\right\}\)
    for \(l=2\) to \(n\) do
        for \(j=0\) to \(n-l\) do
            \(j=i+l\)
            \(T_{i, j}=\emptyset\)
            for \(A \rightarrow B C \in P\) do
                for \(k=i+1\) to \(j-1\) do
                    if \(B \in T_{i, k}\) and \(C \in T_{k, j}\) then
                    \(T_{i, j}=T_{i, j} \cup\{A\}\)
    return \(S \in T_{0, n}\)
```

Time complexity of the algorithm is $\mathcal{O}\left(|P|+n \cdot|P|+n^{3} \cdot|P| \cdot|N|^{2}\right)$ which equals to $\mathcal{O}\left(n^{3}\right)$ as we suppose the grammar fixed.

## CFL reachability

Classic algorithm for (all-pairs) CFL reachability problem [27, 20] is a generalisation of the CYK algorithm. It is needed to find all $S$-reachable pairs of vertices in the given graph $D=(V, E, L),|V|=n$ for the given grammar $G=(N, \Sigma, P, S)$. The idea of the algorithm is based on the transitive closure, it iteratively inserts edges $v \xrightarrow{A} u$ in $D$ for all $A$-reachable pairs of vertices $(v, u)$ for every nonterminal $A \in N$. For the pseudocode see Algorithm 2 .

```
Algorithm 2 CFL reachability algorithm
    Input: Grammar \(G=(N, \Sigma, P, S)\) in CNF; directed labeled graph \(D=\)
\((V, E, L), L \subset \Sigma\)
    Output: Pairs of \(S\)-reachable vertices in \(D\)
    \(W=\emptyset\)
    if \(S \rightarrow \epsilon \in P\) then
        for \(v \in V\) do
            Insert edge \(v \xrightarrow{S} v\) in \(D\) and triple \((v, v, S)\) in \(W\)
    for \(A \rightarrow a \in P\) do
        for \(v \xrightarrow{a} u \in E\) do
            Insert edge \(v \xrightarrow{A} u\) in \(D\) and triple \((v, u, A)\) in \(W\)
    while \(W \neq \emptyset\) do
        Extract triple \((v, u, A)\) from \(W\)
        for \(u \xrightarrow{B} w \in E\) do
            for \(C \rightarrow A B \in P\) do
                if \(v \xrightarrow{C} w \notin D\) then
                    Insert edge \(v \xrightarrow{C} w\) in \(D\) and triple \((v, w, C)\) in \(W\)
        for \(w \xrightarrow{B} v \in E\) do
            for \(C \rightarrow B A \in P\) do
                if \(w \xrightarrow{C} u \notin D\) then
                    Insert edge \(w \xrightarrow{C} u\) in \(D\) and triple \((w, u, C)\) in \(W\)
    return \(\{(u, v) \mid u \xrightarrow{S} v \in E\}\)
```

The algorithm correctness proof is based on the induction over the derivation length of the word on $S$-path between each pair of vertices. For establishing the time complexity of the algorithm it is enough to notice the following. Between every two vertices it can be no more than $|\Sigma|+|N|$ labeled edges, every triple in $W$ corresponds to the inserted edge and is added and deleted from $W$ at most once. The time complexity of the algorithm is $\mathcal{O}\left(|P| \cdot n+|P| \cdot n^{2}+(|\Sigma|+|N|) \cdot n^{2} \cdot n \cdot|P|\right)=\mathcal{O}\left(n^{3}\right)$ as in processing triple $(v, u, A)$ we iterate only over neighbours of $v$ and $u$.

## SAT to OV fine-grained reduction [44]

Below we build a (SAT, $\left.2^{n}\right) \rightarrow\left(\mathrm{OV}, n^{2}\right)$ fine-grained reduction. This is one of the basic and easy to understand reductions, moreover it implies that the OV conjecture is stronger than SETH. This makes OV problem a good candidate to make a reduction from.

Reduction Let $F$ be a SAT formula in $k$-conjunctive normal form with $n$ variables $x_{1}, \ldots, x_{n}$ and $m$ clauses $c_{1}, \ldots, c_{m}$. Without loss of generality $n: 2$, otherwise we can add one more variable $x_{n+1}$ and a clause $c_{m+1}=\left(x_{n+1} \vee \ldots \vee x_{n+1}\right)$, this operation does not affect the satisfiability of $F$. We build two sets of vectors $X, Y$ of the equal size $|X|=|Y|=2^{\frac{n}{2}}$, where each vector has dimension $m$. Each vector $x^{\alpha}$ from $X$ corresponds to the assignment $\alpha$ of values of $x_{1}, \ldots, x_{\frac{n}{2}}$. Then

$$
x_{i}^{\alpha}= \begin{cases}1 & \text { if } x^{\alpha} \text { satisfies clause } c_{i} \\ 0 & \text { otherwise }\end{cases}
$$

Each vector $y^{\beta}$ from $Y$ corresponds to the assignment $\beta$ of values of $x_{\frac{n}{2}+1}, \ldots, x_{n}$. Values of $y^{\beta}$ are defined in the same way as for $x$ :

$$
y_{i}^{\beta}= \begin{cases}1 & \text { if } y^{\beta} \text { satisfies clause } c_{i} \\ 0 & \text { otherwise }\end{cases}
$$

Correctness Correctness of the reduction follows from the series of equivalent statements below.
$F$ is satisfiable if and only if there exists an assignment $\gamma$ which satisfied every clause $c_{i}, i \in\{1, \ldots, m\}$. Let $\gamma=\left(\alpha^{\prime}, \beta^{\prime}\right)$, where $\alpha^{\prime}$ assigns the values of $x_{1}, \ldots, x_{\frac{n}{2}}, \beta^{\prime}$ assigns the values of $x_{\frac{n}{2}+1}, \ldots, x_{n}$. For each clause $c_{i}$ it is true that $c_{i}$ is satisfied by $\gamma$ if and only if it is satisfied by at least one of $\alpha^{\prime}$ or $\beta^{\prime}$. The last observation is equivalent to the fact that $\forall i \in\{1, \ldots, m\} x_{i}^{\alpha^{\prime}} \cdot y_{i}^{\beta^{\prime}}=0$, which exactly means orthogonality of vectors $x^{\alpha^{\prime}}$ and $y^{\beta^{\prime}}$.

The following theorem concludes the proof of correctness.
Theorem 3.1. SETH implies OV hypothesis.
Proof. Suppose OV problem can be solved in time $\mathcal{O}\left(n^{2-\epsilon} \cdot \operatorname{poly}(d)\right)$ for some $\epsilon>0$.
Let $F$ be arbitrary $k$-CNF formula. From $F$ we create an OV instance as described above with $|X|=|Y|=2^{\frac{n}{2}}$ vectors in each set with dimension $m \leq n^{k}$. Thus OV instance can be created in time $\mathcal{O}\left(2^{\frac{n}{2}} \cdot n^{k}\right)$. After that we solve OV problem with the existing algorithm in $\mathcal{O}\left(\left(2^{\frac{n}{2}}\right)^{2-\epsilon} \cdot m^{\mathcal{O}(1)}\right)=\mathcal{O}\left(2^{n-\frac{\epsilon}{2}} \cdot n^{\mathcal{O}(k)}\right)=\mathcal{O}\left(2^{n-\epsilon^{\prime}}\right)$ time for arbitrary $k$. The answer to the OV instance is the answer to the original SAT instance. That implies that $k$-SAT problem can be solved in $\mathcal{O}\left(2^{\frac{n}{2}} \cdot n^{k}+2^{n-\epsilon^{\prime}}\right)=\mathcal{O}\left(2^{n-\epsilon^{\prime \prime}}\right), \epsilon^{\prime \prime}>0$ time for any $k$ which contradicts SETH.

## 4 Overview of existing reductions

Before looking onto the reductions we need to mention the interconvertibility of CFL reachability problems and a class of set-constraint problems 27] as this result allows us to reformulate our problem if we wish so.

The CFL reachability problem has been shown to be complete for the class of two-way nondeterministic pushdown automata (2NPDA) [18]. It means that subcubic algorithm for CFL reachability would lead to subcubic algorithms for the whole 2NPDA class and cubic upper bound has not been improved since the discovery of the class in 1968. Now we are ready to proceed to the fine-grained reductions.

First of all we want to separate as subcase of CFL reachability - Dyck-1 reachability problem. This subcase, when the grammar $G$ is fixed as the grammar of Dyck language on one type of parentheses, is known to be solvable in truly subcubic time and thus could be easier than the general CFL reachability problem.

Concerning the upper bounds on this subcase one of the important reductions is a reduction from all-pairs Dyck-1 reachability problem to BMM problem. It was firstly


|  | Legend |
| :---: | :---: |
| $\mathrm{A} \xrightarrow{t_{A}} \xrightarrow{t_{B}}$ f.-g. reduction from $\left(A, t_{A}\right)$ to $\left(B, t_{B}\right)$ |  |
|  | trivial f.-g. reduction |
| $t_{A}$ | best upper bound for $A$ |
| $t_{A}\left(t_{A}^{\prime}\right)$ | result for general (comb.) algorithm |
| $\xrightarrow[\text { Sec }{ }^{*}]{ }$ | reduction is proved in Sec. n |
|  |  |

Figure 1: Existing reductions concerning CFL reachability and CFG recognition. Arrow $a \rightarrow b$ represents a fine-grained reduction from $a$ to $b$. Note that asymptotics in upper bounds are written up to polylogarithmic (or polynomial in case of SAT) factors. When the asymptotic is not written on some side of the arrow it is equal to the upper bound of the problem (written in violet).
proved by Bradford [7] via algebraic matrix encoding and then combinatorially by Mathiasen and Pavlogiannis [25] by combining Dyck-1 path from bell-shaped paths. Via this reduction all-pairs (and s-t) Dyck-1 reachability can be solved in $n^{3}$ time by combinatorial algorithm and in $n^{\omega}$ time by general one. For this and the following reductions see Fig. 1 .

Through the subcubic combinatorial reductions between BMM and Triangle detection 47 and reduction from the latter to s-t Dyck-1 reachability (see Sec. 5.1 and [17]) we get that the above cubic upper bound is tight for combinatorial algorithms under BMM hypothesis. That implies that in the world of combinatorial algorithms Dyck-1 case with high probability is not easier than the general one. Next we discuss the results for CFG recognition and general CFL reachability.
$\mathcal{O}\left(n^{\omega}\right)$ upper bound on CFG recognition was shown by Valiant in his famous paper 41. He reduced finding sets from CYK algorithm to several calls of BMM. The other way reduction created by Lee [23] was combinatorial and thus allows us to get BMM based lower bounds on CFG recognition problem in both combinatorial and general case. Combining the latter reduction with trivial reduction from CFG recognition to s-t CFL reachability we get another cubic combinatorial lower bound on our problem under BMM hypothesis, but this time we also achieve $\mathcal{O}\left(n^{\omega}\right)$ conditional lower bound in general case.

Another $\mathcal{O}\left(n^{\omega}\right)$ lower bound on s-t CFL reachability was achieved via combination of reduction of Abboud et al. [1] from $k$-Clique to CFG recognition and the reduction from CFG recognition to CFL reachability. This lower bound is based on $k$-Clique hypothesis. There are some reductions that are unlikely to help improve upper or lower bounds on the problem but they give insight on the essence of CFL reachability.

In the recent paper of Shemetova et al. [37] the reduction from all-pairs CFL reachability to incremental DTC have been proven. Still this reduction cannot give truly subcubic algorithm for CFL reachability without refuting OMV conjecture [8, 19].

Subcubic equivalence between s-t CFL reachability and PDA Emptiness problem was proven by Schepper [35]. This equivalence allows us to reformulate the problem when we are proving cubic conditional lower bound on CFL reachability.

Natural question that rises considering the lower bounds on CFL reachability is whether there exist one based on 3SUM, APSP or SAT hypotheses. Partially this question has been answered. Recently it was discovered by Chistikov et al. [14] that there exist subcubic certificates for s-t CFL reachability (for existence and non-existence of the valid paths). From this fact it follows that there are no reductions under NSETH from SAT problem (SETH) to CFL reachability problem that give lower bound stronger than $\mathcal{O}\left(n^{\omega}\right)$.

## 5 Lower bounds

This section is devoted to fine-grained reductions that produce lower bounds on CFL reachability problem or the problems connected to it.



Figure 2: The given graph in the triangle detection problem on the left and the corresponding graph with $\left(v_{s}, v_{t}\right)$-CFL Reachability problem on the right. Every vertex $i$ corresponds to vertices $a_{i}, b_{i}, c_{i}, d_{i}$; edges $\left(a_{i}, b_{j}\right),\left(b_{i}, c_{j}\right),\left(c_{i}, d_{j}\right)$ are marked with $(),,($ respectively.

### 5.1 Lower bound based on BMM hypothesis

There exists a $\mathcal{O}\left(n^{3}\right)$ conditional combinatorial lower bound on s-t Dyck-1 reachability problem following from the fine-grained reduction from Triangle Detection problem. The reduction and the proof of its correctness is the same as the reduction from Triangle Detection to One-counter Net reachability problem (see Theorem 2 in [17]). One-counter Net is a model in program verification isomorphic to Dyck-1 reachability. As formally the models are different, below we reformulate the result from [17] in terms of Dyck-1 reachability.

Reduction Let $U=(V, E), V=\left\{x_{1}, \ldots, x_{n}\right\}$ be a graph in Triangle Detection problem. We build directed labeled graph $D=\left(V^{\prime}, E^{\prime}, L\right)$ for the Dyck-1 reachability problem as follows:

- $V^{\prime}=\left\{v_{s}\right\} \cup\left\{a_{1}, \ldots, a_{n}\right\} \cup\left\{b_{1}, \ldots, b_{n}\right\} \cup\left\{c_{1}, \ldots, c_{n}\right\} \cup\left\{d_{1}, \ldots, d_{n}\right\} \cup\left\{v_{z}\right\} \cup\left\{v_{t}\right\}$
- $\left(v_{s}, v_{t}\right)$ is a pair of vertices, for which we want to check whether it is Dyck-1-reachable
- $E^{\prime}=\left\{\left(v_{s},{ }^{\prime}\left({ }^{\prime}, a_{1}\right)\right\} \cup\left\{\left(a_{i}{ }^{\prime}{ }^{\prime}{ }^{\prime}, a_{i+1}\right) \mid i \in\{1, \ldots n-1\}\right\} \cup\right.$
$\left.\left\{\left(a_{i}{ }^{\prime}{ }^{\prime}{ }^{\prime}, b_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup\left\{\left(b_{i}{ }^{\prime}\right)^{\prime}, c_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup$
$\left.\left\{\left(c_{i},{ }^{\prime}{ }^{\prime}, d_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup\left\{\left(d_{i},{ }^{\prime}\right)^{\prime}, d_{i-1}\right) \mid i \in\{2, \ldots n\}\right\} \cup$
$\left.\left.\left\{\left(d_{1}{ }^{\prime}\right)^{\prime}, v_{z}\right)\right\} \cup\left\{\left(v_{z},{ }^{\prime}\right)^{\prime}, v_{t}\right)\right\}$, where $(v, l, u)$ denotes a directed edge from $v$ to $u$ with label $l$ on it. Note that each undirected edge $\left(x_{i}, x_{j}\right)$ transforms into 6 directed edges, 2 between $a$ - and $b$-vertices, $b$ - and $c$-vertices, $c$ - and $d$-vertices
- $L=\left\{^{\prime}\left({ }^{\prime},{ }^{\prime}\right)^{\prime}\right\}$ that is exactly the Dyck-1 language alphabet

For visual representation of the reduction see Fig. 2. Correctness Let us first estimate the size of $D$ :

- $\left|V^{\prime}\right|=3+4 \cdot|V|=\mathcal{O}(n)$
- $\left|E^{\prime}\right|=3+2 \cdot(n-1)+6 \cdot|E|=\mathcal{O}(|E|)=\mathcal{O}\left(n^{2}\right)$

Thus the graph $D$ can be constructed in $\mathcal{O}\left(n^{2}\right)$ time.
Lemma 5.1. $v_{t}$ is Dyck-1-reachable from $v_{s}$ in $D$ if and only if $U$ contains a triangle.
Proof. We first prove the "if"-part of the claim.
Suppose vertices $x_{i}, x_{j}, x_{k}$ form a triangle in $U$. Then in $D$ there exists a path

$$
v_{s} \rightarrow a_{1} \rightarrow \ldots \rightarrow a_{i} \rightarrow b_{j} \rightarrow c_{k} \rightarrow d_{i} \rightarrow \ldots \rightarrow d_{1} \rightarrow v_{z} \rightarrow v_{t}
$$

The corresponding string of concatenated labels is

$$
(\overbrace{(\ldots( }^{i-1 \text { times }}()(\overbrace{) \ldots)}^{i-1 \text { times }}))=\overbrace{(\ldots( }^{i \text { times }}()() \overbrace{\ldots)}^{i \text { times }}
$$

which is clearly a Dyck-1 word.
Now we proceed to the "only if" -part of the claim.
Suppose there exists a Dyck-1 path from $v_{s}$ to $v_{t}$. Note that $D$ is acyclic. Then from the construction of a graph we can see that the path should look like:

$$
v_{s} \rightarrow a_{1} \rightarrow \ldots \rightarrow a_{l} \rightarrow b_{j} \rightarrow c_{k} \rightarrow d_{i} \rightarrow \ldots \rightarrow d_{1} \rightarrow v_{z} \rightarrow v_{t}
$$

The corresponding word $w$, that we know is Dyck-1, is:

$$
(\overbrace{(\ldots( }^{l-1 \text { times }}()(\overbrace{\ldots \ldots)}^{i-1 \text { times }}))=\overbrace{(\ldots( }^{l \text { times }}()() \overbrace{\overbrace{\ldots})}^{i \text { times }}
$$

Then $w$ is Dyck-1 only if $l=i$. In that case by the construction of $E^{\prime}$ we know, that in $U$ existed edges $\left(x_{i}, x_{j}\right),\left(x_{j}, x_{k}\right),\left(x_{k}, x_{i}\right)$. It implies that $x_{i}, x_{j}, x_{k}$ is a triangle in $U$.

Theorem 5.1. There exists a (Triangle Detection, $n^{3}$ ) to (Dyck-1 reachability, $n^{3}$ ) combinatorial fine-grained reduction.

Proof. We can construct $D$ in time $\mathcal{O}\left(n^{2}\right)$. If Dyck-1 reachability problem is solvable in $\mathcal{O}\left(n^{3-\epsilon}\right)$ time, then Triangle Detection is solvable in $\mathcal{O}\left(n^{3-\epsilon}+n^{2}\right)=\mathcal{O}\left(n^{3-\epsilon^{\prime}}\right)$ time.

For the general algorithms we can state a similar theorem. It is proved in an analogous way

Theorem 5.2. There exists a (Triangle Detection, $n^{\omega}$ ) to (Dyck-1 reachability, $n^{\omega}$ ) finegrained reduction.

Combining the Theorem 5.1 with the combinatorial reduction from BMM to Triangle Detection [47] we get the following corollary.

Corollary 5.1. If combinatorial BMM hypothesis is true, then there exist no combinatorial algorithm for Dyck-1 reachability problem with time $\mathcal{O}\left(n^{3-\epsilon}\right), \forall \epsilon>0$.

### 5.2 Lower bound based on OV conjecture

This section is devoted to the (OV, $n^{2}$ ) to (s-t CFL reachability, $n^{2}$ ) fine-grained reduction. As the previous one this reduction was firstly presented in 17 but as the reduction from (OV, $n^{2}$ ) to (sparse PDS reachability, $n^{2}$ ) reduction. PDS reachability is a problem isomorphic to CFL reachability, still as formally the problems are different we reformulate the reduction in terms of s-t CFL reachability. In addition we change the reduction from [17] a bit so it translates to CFL reachability problem without $\epsilon$-edges.

We need to mention that this reduction gives nontrivial lower bound on s-t CFL reachability only in case of graphs with truly subquadratic number of edges, otherwise in graph with $n$ vertices and $\mathcal{O}\left(n^{2}\right)$ edges $\mathcal{O}\left(n^{2}\right)$ time is needed only to read the input graph.

We proceed with the construction of the reduction.
Reduction Suppose we are given two sets $X, Y$ of $n d$-dimensional vectors as an instance of OV problem, $X=\left\{x_{1}, \ldots, x_{n}\right\}, \forall i \quad x_{i}=\left(x_{1}^{i}, \ldots, x_{d}^{i}\right), Y=$ $\left\{y_{1}, \ldots, y_{n}\right\}, \forall i y_{i}=\left(y_{1}^{i}, \ldots, y_{d}^{i}\right)$. We construct an instance of weighted CFL reachability problem $D=(V, E, L, \Omega), G=(N, \Sigma, P, S)$ as follows:

Let denote by $h_{x}$ the following function:

$$
h_{x}(b)=\left\{\begin{array}{l}
\left(\begin{array}{l}
\text { if } b=0 \\
{[ } \\
\text { if } b=1
\end{array}\right.
\end{array} \quad \forall i \in\{1, \ldots, n\} \forall j \in\{1, \ldots, d\}\right.
$$

Let denote by $h_{y}$ the following function:

$$
h_{y}(b)=\left\{\begin{array}{ll}
) & \text { if } b=0 \\
] & \text { if } b=1
\end{array} \quad \forall i \in\{1, \ldots, n\} \forall j \in\{1, \ldots, d\}\right.
$$

- $G$ is the grammar of Dyck-2 language
- $V=\left\{v_{s}, v_{l}, v_{t}\right\} \cup\left(\cup_{i=1}^{n}\left\{u_{j}^{i} \mid j \in\{1, \ldots, d-1\}\right\}\right) \cup\left(\cup_{i=1}^{n}\left\{w_{j}^{i} \mid j \in\{1, \ldots, d-1\}\right\}\right)$
- $\left(v_{s}, v_{t}\right)$ is a pair of vertices for which we want to know if it is Dyck-2-reachable
- $E=E_{s l} \cup E_{l t}$, where
$E_{s l}=\left(\cup_{i=1}^{n}\left(\left\{\left(v_{s}, h_{x}\left(x_{1}^{i}\right), u_{1}^{i}\right)\right\} \cup\right.\right.$
$\left.\left\{\left(u_{j}^{i}, h_{x}\left(x_{j+1}^{i}\right), u_{j+1}^{i}\right) \mid j \in\{1, \ldots, d-2\}\right)\right\} \cup$
$\left.\left.\left\{\left(u_{d-1}^{i}, h_{x}\left(x_{d}^{i}\right), v_{l}\right)\right\}\right)\right)$
$E_{l t}=\left(\cup_{i=1}^{n}\left(\left\{\left(v_{l}, h_{y}(0), w_{1}^{i}\right)\right\} \cup\left\{\left(v_{l}, h_{y}(1), w_{1}^{i} \mid y_{d}^{i}=0\right)\right\} \cup\right.\right.$
$\left\{\left(w_{j}^{i}, h_{y}(0), w_{j+1}^{i}\right) \mid j \in\{1, \ldots, d-2\}\right\} \cup$
$\left\{\left(w_{j}^{i}, h_{y}(1), w_{j+1}^{i}\right) \mid y_{d}^{j}=0 j \in\{1, \ldots, d-2\}\right\} \cup$
$\left.\left.\left\{\left(w_{d-1}^{i}, h_{y}(0), v_{t}\right)\right\} \cup\left\{\left(w_{d-1}^{i}, h_{y}(1), v_{t}\right) \mid y_{1}^{i}=0\right\}\right)\right)$,
where $(v, l, u)$ denotes a directed edge from vertex $v$ to vertex $u$ labeled with symbol $l$.

For visual representation of the reduction see Fig. 3.
Correctness Let us first estimate the size of $D$ :


Figure 3: The given sets $X, Y$ in the OV problem on the left and directed graph $D$ on the right.

- $V=3+2 \cdot(d-1) \cdot n=\mathcal{O}(n d)$
- As each vertex of type $u_{j}^{i}, w_{j}^{i}, v_{t}$ has outgoing degree at most 2 and vertices $v_{s}, v_{l}$ have outgoing degree at most $2 n$ we have $|E|=\mathcal{O}(n d)$.

Therefore the size of $D$ is $\mathcal{O}(n d)$ and it can be constructed in this time from OV instance.

Lemma 5.2. There exist two orthogonal vectors $x_{i} \in X, y_{j} \in Y$ if and only if $\left(v_{s}, v_{t}\right)$ is a Dyck-2-reachable pair of vertices in D.

Proof. We first prove the "only if"-part of the claim.
Suppose vectors $x_{i} \in X, y_{j} \in Y$ are orthogonal. We claim that there exists in $D$ a Dyck-2 path of the following construction (for now we do not choose one edge from multiple edges between consecutive vertices in the path, if there exist any):

$$
\begin{equation*}
v_{s} \rightarrow u_{1}^{i} \rightarrow \ldots \rightarrow u_{d-1}^{i} \rightarrow v_{l} \rightarrow w_{1}^{j} \rightarrow \ldots \rightarrow w_{d-1}^{j} \rightarrow v_{t} \tag{1}
\end{equation*}
$$

Note that the parenthesis on the outgoing edge from vertex $u_{l}^{i}$ should match with the parenthesis on the edge ingoing to vertex $w_{d-i}^{j}$. Case of vertices $v_{s}, v_{t}$ is similar and can be analyzed in the same way. Now we can build the Dyck-2 path iteratively:

- If $x_{l}^{i}=1$ we know that $y_{l}^{j}=0$ as $x_{i}, y_{j}$ are orthogonal. By the construction an edge from $u_{l}^{i}$ is marked with "[" and one of the two edges to vertex $w_{d-i}^{j}$ is marked with "]". We choose these two edges with matching parentheses to our path.
- If $x_{l}^{i}=0$ we know that $y_{l}^{j}$ may be 0 and may be 1 as $x_{i}, y_{j}$ are orthogonal. By the construction an edge from $u_{l}^{i}$ is marked with "(" and in both cases $\left(y_{l}^{j}=0\right.$ and $y_{l}^{j}$ $=1)$ there exists an edge to vertex $w_{d-i}^{j}$ that is marked with ")". We choose these pair edges with matching parentheses to our path.

By the construction of the path it is a Dyck-2 path and $\left(v_{s}, v_{t}\right)$ is a Dyck-2-reachable pair of vertices in $D$.

Now we proceed to the "if"-part of the claim.

If $v_{t}$ is Dyck-2-reachable from $v_{s}$ in $D$ then there exists a Dyck-2 path between them. By the construction of $D$ the path is of the way described in (1) for some $i$ and $j$. By the same observations as in the previous case we note that all pairs of parentheses on the edges should match. We prove for every pair of bits $x_{m}^{i}, y_{m}^{i}$ that they are orthogonal:

- If the corresponding pair of parentheses is a ()-pair. Then $x_{m}^{i}=0$ and $m$-th pair of bits of $x_{i}, y_{j}$ is orthogonal.
- If the corresponding pair of parentheses is a []-pair, then $y_{m}^{i}=0$, because only in this case we create an edge labeled with "]" ingoing to vertex $w_{d-m}^{j}$. Thus $m$-th pair of bits of $x_{i}, y_{j}$ is orthogonal.
We have proved that $x_{i} \in X, y_{j} \in Y$ are orthogonal.
Theorem 5.3. There exists an $\left(O V, n^{2}\right)$ to ( $s-t C F L$ reachability, $n^{2}$ ) fine-grained reduction.

Proof. Suppose we are given an instance of OV problem: two sets $X, Y$ of $n d$-dimensional vectors. We construct an instance $D, G$ of s-t CFL reachability problem in time $\mathcal{O}(n d)$ as described above.

If there exists an $\mathcal{O}\left(n^{2-\epsilon}\right)$-time algorithm for CFL reachability, then we can get an answer to an instance $D, G$ in time $\mathcal{O}\left((n d)^{2-\epsilon}=\mathcal{O}\left(n^{2-\epsilon} \cdot \operatorname{poly}(d)\right)\right.$ and it is the answer to original OV instance. Thus we can solve OV problem in time $\mathcal{O}\left(n^{2-\epsilon} \cdot \operatorname{poly}(d)\right)$.

As in the reduction we have build a sparse graph $D$ we can get the following corollary.
Corollary 5.2. There in no $n^{2-\epsilon}, \epsilon>0$ algorithm for s-t CFL reachability on sparse graphs unless $O V$ hypothesis is false.

### 5.3 Lower bound on push-down systems

Next we present a fine-grained combinatorial reduction (Triangle Detection, $n^{3}$ ) to (sparse PDS reachability with stack depth $\left.b=\lceil\log n\rceil, n^{1.5}\right)$. CFL reachability problem can be restated in terms of PDS reachability. In this section we want to add a restriction on stack depth which is a natural restriction in terms of PDS, therefore we use this problem.

Reduction
Let $U=(V, E), V=\left\{x_{1}, \ldots, x_{n}\right\}$ be a graph in Triangle Detection problem. We build PDS $\mathcal{P}=(Q, \Gamma, \delta)$ as follows:

- Set of states $Q$ consist of ordinary states $Q^{\prime}$ and auxiliary states $Q^{\prime \prime}$.
$-Q^{\prime}=\left\{q_{s}\right\} \cup\left\{a_{1}, \ldots, a_{n}\right\} \cup\left\{b_{1}, \ldots, b_{n}\right\} \cup\left\{c_{1}, \ldots, c_{n}\right\} \cup\left\{d_{1}, \ldots, d_{n}\right\} \cup\left\{q_{t}\right\}$.
- $Q^{\prime \prime}$ are auxiliary states, they appear in transitions in which we want to read or write more than one symbol from the stack. If in transition $t$ we want to read $k_{1}$ symbols and write $k_{2}$ symbols, it is separated into $k_{1}+k_{2}$ transitions. In each of the new transitions we either read one symbol from the stack without writing or write one symbol to the stack without reading. This procedure creates $k_{1}+k_{2}-1$ auxiliary states.
Another auxiliary states can appear when we want to split a transition in two transitions. This type of auxiliary states will help to maintain the system sparse.


Figure 4: The given graph in the triangle detection problem on the left and PDS $\mathcal{P}$ on the right. An edge from $v$ to $u$ labeled $x / y$ corresponds to a transition $(v, x, u, y) \in \sigma$. Each dot symbolizes auxiliary state, they split a transition into many transitions, e.g. see edge ( $q_{s}, a_{3}$ ).

- $q_{s}, q_{t}$ are the states, for which we want to check reachability
- $\Gamma=\{0,1\}$
- $\delta=\left\{\left(q_{s}, \epsilon,[i]_{2}, a_{i}\right) \mid i \in\{1, \ldots n\}\right\} \cup$
$\left\{\left(a_{i}, \epsilon, \epsilon, b_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup\left\{\left(b_{i}, \epsilon, \epsilon, c_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup$ $\left\{\left(c_{i}, \epsilon, \epsilon, d_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup\left\{\left(d_{i}, \overline{[i]_{2}}, \epsilon, q_{t}\right) \mid i \in\{1, \ldots n\}\right\}$, where $[i]_{2}$ denotes a binary representation of $i$ (padded with leading 0 -s if necessary) of length $\lceil\log n\rceil, \overline{[i]_{2}}$ denotes a reversed binary representation of $i$. Each transition which reads or writes $[i]_{2}$ is split in $\lceil\log n\rceil$ transitions with auxiliary states. Each transition which reads and writes $\epsilon$, nothing, is split in two transitions with one auxiliary state.

For visual representation of the reduction see Fig. 4.
Correctness Let us first estimate the size of $\mathcal{P}$ :

- $|Q|=\left|Q^{\prime}\right|+\left|Q^{\prime \prime}\right| \leq(2+3 \cdot n)+\left(2 \cdot \log n+3 \cdot n^{2}\right)=\mathcal{O}\left(n^{2}\right)$
- Each auxiliary state has exactly one transition from it. For each ordinary state transitions from it do not exceed $n$. As $\left|Q^{\prime}\right|=\mathcal{O}(n)$, we get $|\delta|=\mathcal{O}\left(n^{2}\right)=\mathcal{O}(|Q|)$

Thus the system $\mathcal{P}$ can be constructed in $\mathcal{O}\left(n^{2}\right)$ time.
Lemma 5.3. $q_{t}$ is reachable from $q_{s}$ in $\mathcal{P}$ if and only if $U$ contains a triangle.
Proof. We first prove the "if"-part of the claim.
Suppose vertices $x_{i}, x_{j}, x_{k}$ form a triangle in $U$. Then in $\mathcal{G}_{\mathcal{P}}$ there exists a path

$$
\begin{align*}
& \left(q_{s}, \epsilon\right) \rightarrow \ldots \rightarrow\left(a_{i},[i]_{2}\right) \rightarrow \ldots \rightarrow\left(b_{j},[i]_{2}\right) \rightarrow \ldots \\
& \ldots \rightarrow\left(c_{k},[i]_{2}\right) \rightarrow \ldots \rightarrow\left(d_{i},[i]_{2}\right) \rightarrow \ldots \rightarrow\left(q_{t}, \epsilon\right) \tag{2}
\end{align*}
$$

Now we proceed to the "only if"-part of the claim.
Graph $\mathcal{G}_{\mathcal{P}}$ is acyclic and by its construction path from $\left(q_{s}, \epsilon\right)$ to $\left(q_{t}, \epsilon\right)$ must be of the way described in equation (2). It implies that $x_{i}, x_{j}, x_{k}$ form a triangle in $U$.

Theorem 5.4. There exists a (Triangle Detection, $n^{3}$ ) to (sparse PDS reachability with stack depth $b=\lceil\log n\rceil, n^{1.5}$ ) combinatorial fine-grained reduction.

Proof. By the observations above constructed PDS $\mathcal{P}$ is sparse and of size $|Q|=\mathcal{O}\left(n^{2}\right)$. stack depth is bounded by $[n]_{2}=\lceil\log n\rceil$ : we can only write on stack the number of one vertex in binary encoding.
$\mathcal{P}$ can be constructed in $\mathcal{O}\left(n^{2}\right)$ time. If there was $\mathcal{O}\left(n^{1.5-\epsilon}\right)$ algorithm for PDS reachability it would lead to $\mathcal{O}\left(n^{2}+\left(n^{2}\right)^{1.5-\epsilon}\right)=\mathcal{O}\left(n^{3-\epsilon^{\prime}}\right)$ algorithm for Triangle Detection.

We must mention that in [12] it was proven conditional $\mathcal{O}\left(n^{3}\right)$ lower bound on PDS reachability based on BMM hypothesis, and by the similar technique of splitting edges it can be further translated into the conditional lower bound the was described above. Nevertheless the presented reduction is easier, has additional restriction on a stack depth and helps us in construction of the reduction below. The following conditional lower bound is based on 3SUM and APSP hypotheses.

We proceed with describing (AE-Mono $\Delta, n^{2.5}$ ) to (sparse all-pairs PDS reachability with stack depth $b=4\lceil\log n\rceil, n^{1.25}$ ) fine-grained reduction.

Reduction Suppose we are given graph $U=(V, E), V=\left\{v_{1}, \ldots, v_{n}\right\}$ as an input in AE-Mono $\Delta$ problem. The construction of PDS is very similar to the one described above and based on the construction described in $[22]$ (see Theorem 3.2 in $[22]$ ):

- Set of states $Q$ analogously consists of ordinary states $Q^{\prime}$ and auxiliary states $Q^{\prime \prime}$. As rules for the auxiliary states remain the same we describe only set of ordinary states.

$$
Q^{\prime}=\left\{x_{1}, \ldots, x_{n}\right\} \cup\left\{y_{1}, \ldots, y_{n}\right\} \cup\left\{z_{1}, \ldots, z_{n}\right\} \cup\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\} \cup\left\{y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right\} .
$$

- $\left(x_{i}, y_{j}^{\prime}\right), i, j \in\{1, \ldots, n\}$ are the pairs of states, for which we want to check reachability, for that we will run all-pairs reachability algorithm
- $\Gamma=\{0,1\}$
- $\delta=\left\{\left(x_{i}, \epsilon,[i]_{2}[j]_{2}\left[c\left(e_{i j}\right)\right]_{2}, y_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup$
$\left\{\left(y_{i}, \overline{\left[c\left(e_{i j}\right)\right]_{2}},\left[c\left(e_{i j}\right)\right]_{2}, z_{j}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup$
$\left\{\left(z_{i}, \overline{\left[c\left(e_{i j}\right)\right]_{2}}, \epsilon, x_{j}^{\prime}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\} \cup$
$\left\{\left(x_{i}^{\prime}, \overline{[j]_{2}} \overline{[i]_{2}}, \epsilon, y_{j}^{\prime}\right) \mid\left(x_{i}, x_{j}\right) \in E\right\}$, where $[i]_{2}$ denotes a binary representation of $i$ (padded with 0 -s if necessary) of length $\lceil\log n\rceil,\left[c\left(e_{i j}\right)\right]_{2}$ denotes a binary representation of number of color of the edge $e_{i} j=\left(v_{i}, v_{j}\right)$ in $U$ and is of length $2\lceil\log n\rceil$ (padded with 0-s if necessary).

For visual representation of the reduction see Fig. 7.
Correctness Let us first estimate the size of $\mathcal{P}$ :

- $|Q|=\left|Q^{\prime}\right|+\left|Q^{\prime \prime}\right| \leq(5 \cdot n)+\left(4 \cdot(4 \log n+1) \cdot n^{2}\right)=\mathcal{O}\left(n^{2} \log n\right)$
- Each auxiliary state has exactly one transition from it. For each ordinary state transitions from it do not exceed $n$. As $\left|Q^{\prime}\right|=\mathcal{O}(n)$, we get $|\delta|=\mathcal{O}\left(n^{2}\right)=\mathcal{O}(|Q|)$

Thus the system $\mathcal{P}$ can be constructed in $\mathcal{O}\left(n^{2} \log n\right)$ time.

Lemma 5.4. For every pair of vertices $x_{i}, x_{j}$ there is a monochromatic triangle in $U$ containing an edge $e_{i j}$ if and only if $x_{i}$ is reachable from $y_{j}^{\prime}$ in PDS $\mathcal{P}$.

Proof. We first proof the "only if"-part of the claim.
Suppose there is a monochromatic triangle $x_{i}, x_{j}, x_{k}$ in $U$. Then there is a path in $\mathcal{G}_{\mathcal{P}}$ :

$$
\begin{gathered}
\left(x_{i}, \epsilon\right) \rightarrow \ldots \rightarrow\left(y_{j},[i]_{2}[j]_{2}\left[c\left(e_{i j}\right)\right]_{2}\right) \xrightarrow{(1)} \ldots \rightarrow\left(z_{k},[i]_{2}[j]_{2}\left[c\left(e_{j k}\right)\right]_{2}\right) \xrightarrow{(2)} \\
\ldots \rightarrow\left(x_{i}^{\prime},[i]_{2}[j]_{2}\right) \xrightarrow{(3)} \ldots \rightarrow\left(y_{j}^{\prime}, \epsilon\right)
\end{gathered}
$$

Note that as $c\left(e_{i j}\right)=c\left(e_{j k}\right)$ transition (1) is valid, as $c\left(e_{j k}\right)=c\left(e_{k i}\right)$ transition (2) is valid.
Now we proceed to the "if"-part of the claim.
Suppose there is a path from $\left(x_{i}, \epsilon\right)$ to $\left(y_{j}^{\prime}, \epsilon\right)$ in $\mathcal{G}_{\mathcal{P}}$. By the construction of $\mathcal{P}$ and $\mathcal{G}_{\mathcal{P}}$ the path should be of the form:

$$
\begin{gathered}
\left(x_{i}, \epsilon\right) \rightarrow \ldots \rightarrow\left(y_{j},[i]_{2}[j]_{2}\left[c\left(e_{i j}\right)\right]_{2}\right) \xrightarrow{(1)} \ldots \rightarrow\left(z_{k},[i]_{2}[j]_{2}\left[c\left(e_{j k}\right)\right]_{2}\right) \xrightarrow{(2)} \\
\left(x_{i^{\prime}}^{\prime},[i]_{2}[j]_{2}\right) \xrightarrow{(3)} \ldots \rightarrow\left(y_{j^{\prime}}^{\prime}, \epsilon\right)
\end{gathered}
$$

As transition (1) is valid we get that $c\left(e_{i j}\right)=c\left(e_{j k}\right)$, as transition (2) is valid we get that $c\left(e_{j k}\right)=c\left(e_{k i}\right)$, as transition (3) is valid we get that $i^{\prime}=i, j^{\prime}=j$. Thus $x_{i}, x_{j}, x_{k}$ is a monochromatic triangle in $U$.

Theorem 5.5. There exists an (AE-Mono $\Delta, n^{2.5}$ ) to (sparse all-pairs PDS reachability with stack depth $\left.b=4\lceil\log n\rceil, n^{1.25}\right)$ fine-grained reduction.

Proof. By the observations above constructed PDS $\mathcal{P}$ is sparse and of size $|Q|=$ $\mathcal{O}\left(n^{2} \log n\right)$. Stack depth is bounded by $[n]_{2}=4\lceil\log n\rceil$ : we write two numbers of vertices and a color number (which does not exceed $n^{2}$ as there at most $n^{2}$ edges in the graph) on the path from $x$-state to $y$-state, this gives $4\lceil\log n\rceil$-upper bound on the depth of the stack. Transitions between $y$ - and $z$-vertices first read $2\lceil\log n\rceil$ symbols from the stack and then write the back, transitions between $z$ - and $x^{\prime}$-vertices and between $x^{\prime}$ and $y^{\prime}$-vertices only read symbols from the stack. This implies that our upper bound is correct.
$\mathcal{P}$ can be constructed in $\mathcal{O}\left(n^{2} \log n\right)$ time. If there was $\mathcal{O}\left(n^{1.25-\epsilon}\right)$ algorithm for PDS reachability it would lead to $\mathcal{O}\left(n^{2}+\left(n^{2}\right)^{1.25-\epsilon}\right)=\mathcal{O}\left(n^{2.5-\epsilon^{\prime}}\right)$ algorithm for AE-Mono $\Delta$.

As AE-Mono $\Delta$ has no $\mathcal{O}\left(n^{2.5-\epsilon}\right), \epsilon>0$ algorithm unless both 3SUM and APSP hypotheses are false, we get the following corollary.

Corollary 5.3. The is no algorithm for sparse all-pairs PDS reachability with stack depth $b=4\lceil\log n\rceil$ with time complexity $\mathcal{O}\left(n^{1.25-\epsilon}\right), \epsilon>0$ if at least one of $3 S U M$ and APSP hypotheses is true.

### 5.4 Reductions from LED variations

Recall that LED problem is devoted to finding the minimum number of operations needed to transform the given word $w=w_{1} \ldots w_{n} \in \Sigma^{*}$ into the word from the given CFL $\mathcal{L}(G), G=(N, \Sigma, P, S)$. It can be reformulated in a way, that every operation on a word has a cost: each symbol replacement costs $\omega_{\text {repl }}$, symbol deletion costs $\omega_{\text {del }}$, symbol insertion costs $\omega_{\text {ins }}$. The goal is to find transformation of $w$ into some $w^{\prime} \in \mathcal{L}(G)$ of minimum total weight. In the canonical formulation of a problem $\omega_{\text {repl }}=\omega_{\text {del }}=\omega_{\text {ins }}=1$.

LED problem is close to CFL reachability problem as it combines in itself CFG recognition with Edit Distance problem (for which we want to find distance from string $w$ to string $\left.w^{\prime}\right)$. There are several cubic algorithms for LED [3, 28]. It is known of operations are restricted only to the insertions then a sub-cubic algorithm is unlikely to exists, this fact is proved via a reduction from APSP [34, 46]. On the other hand, if insertions and deletions (in both cases: with or without replacement) are allowed, LED is solvable in truly subcubic time: there is $\tilde{\mathcal{O}}\left(n^{2.8603}\right)$ algorithm for that 10 .

Next we present a reduction from LED to weighted s-t CFL reachability problem. The reduction works with every variation of LED: each operation may be allowed or restricted. Moreover different kind of operations may have different costs, if necessary.

Let weighted CFL reachability problem [6] be a generalisation of CFL reachability problem, where each edge in the given graph $D=(V, E, L, \Omega)$ has its integer weight $\omega$, let $\Omega$ be the set of weights of the edges. We suppose that there are no cycles in $D$ of total negative edge weight. Aside from the information about existence of $\mathcal{L}(G)$-path between some pairs of vertices in weighted CFL reachability problem we want to know the minimal possible weight of such path. There exists [6] an $\mathcal{O}\left(n^{3}\right)$ algorithm for weighted CFL reachability.

We allow edges to be labeled with $\epsilon$, the empty string. This assumption does not affect the complexity of a problem: we can change the grammar $G=(N, \Sigma, P, S)$ into the new grammar $G^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, S\right)$ in such a way that it operates with $\epsilon$ as with a new symbol of an alphabet. For that we suppose that $G$ is in CNF (otherwise we transform $G$ to it) and add a new nonterminal $E$ and a symbol $\epsilon^{\prime}$ corresponding to $\epsilon\left(\Sigma^{\prime}=\Sigma \cup\left\{\epsilon^{\prime}\right\}\right)$, the empty string, and $2 \cdot|N|+1$ new rules to productions $P$ to get production set $P^{\prime}$ :

$$
\begin{aligned}
& \text { - } E \rightarrow \epsilon^{\prime} \\
& \text { - } A \rightarrow E A \mid A E \quad \forall A \in N
\end{aligned}
$$

In this case new language $\mathcal{L}\left(G^{\prime}\right)$ contains exactly the words which, without symbol $\epsilon^{\prime}$ in them, lie in $\mathcal{L}(G)$. In the given graph $D$ we change all edges with label $\epsilon$ to the same edges with label $\epsilon^{\prime}$ and obtain a new graph $D^{\prime}$. As $\epsilon^{\prime}$ corresponds to the empty string the answer for CFL reachability problem for grammar $G^{\prime}$ and graph $D^{\prime}$ will be the same as the answer for CFL reachability problem for grammar $G$ and graph $D$.

Is it easy to see that CFL reachability problem is a subcase of its weighted version: we can assign each edge weight 1 (that way no negative cycles can appear) and look only on information about reachability in the answer for weighted CFL reachability.

It is also easy to see that APSP problem is a subcase of all-pairs weighted CFL reachability as we can define $G$ in such way that $\mathcal{L}(G)=\Sigma^{*}$, duplicate each edge and orient them in both ways and label the edges randomly. In that case every path will be
an $\mathcal{L}(G)$-path and we look for the path with minimal total edge weight between a pair of vertices.

Now we proceed to (LED, $n^{c}$ ) to (weighted CFL reachability, $n^{c}$ ), $c>1$ fine-grained reduction.

Reduction Suppose we are given string $w=w_{1} \ldots w_{n} \in \Sigma^{*}$ and CFG $G=(N, \Sigma, P, S)$ as an instance of LED problem. We construct an instance of weighted CFL reachability problem $D=(V, E, L, \Omega), G^{\prime}$ as follows:

- $G^{\prime}=G$
- $V=\left\{s=v_{1}, \ldots, v_{n+1}=t\right\}$
- $s=v_{1}, v_{n+1}=t$ are vertices for which we want to know the minimal weight of $\mathcal{S}$-path between them
- $E=\left\{\left(v_{i}, s\left(\omega_{\text {ins }}\right), v_{i}\right) \mid s \in \Sigma, i \in\{1, \ldots, n+1\}\right\} \cup$ $\left\{\left(v_{i}, \epsilon\left(\omega_{\text {del }}\right), v_{i+1}\right) \mid i \in\{1, \ldots, n\}\right\} \cup$ $\left\{\left(v_{i}, s^{\prime}\left(\omega_{\text {repl }}\right), v_{i+1}\right) \mid s^{\prime} \in \Sigma \backslash\left\{w_{i}\right\}, i \in\{1, \ldots, n\}\right\}$, where $(v, s(\omega), u)$ denotes a directed edge from vertex $v$ to vertex $u$ labeled with $s$ and having weight $\omega$. Edges corresponding to the insertion procedure have weight $\omega_{\text {ins }}$ (insertion edges), replacement edges (have weight $\omega_{\text {repl }}$ ) and deletion edges (have weight $\omega_{\text {del }}$ ) are defined analogously.

For visual representation of the reduction see Fig. 5 .


Figure 5: Reduction from LED to CFL reachability with weights. On every edge mark $x(\omega)$ means that the edge is labeled with symbol $x \in \Sigma$ and is assigned weight $\omega$.

Correctness The size of the created directed graph is linear:

- $|V|=n+1$
- $|E|=n \cdot(|\Sigma|+1)+(n+1) \cdot|\Sigma|=\mathcal{O}(n)$

Thus $D$ can be constructed in linear time.
Note that is some operations are forbidden, we can exclude the corresponding (insertion, deletion, replacement) edges from the graph, the upper bound on size of $D$ will remain the same.

Lemma 5.5. Let $k$ be the answer to instance $w, G$ of LED problem, $k^{\prime}$ be the answer to constructed from $w$ above instance $D, G^{\prime}$ of s-t weighted CFL reachability problem, then $k=k^{\prime}$.

Proof. We first prove that $k^{\prime} \leq k$.
Let $w^{\prime}$ be the closest string to $w$ and $T$ be the list of transformations needed to transform $w$ to $w^{\prime}$. We take as an initial $S$-path from $s$ to $t$ a zero-weight path $P$ over edges labeled with symbols of $w$. After that we apply every transformation from $T$ to our path:

- If transformation inserts a symbol $s$ after $w_{j}$ we add an edge $\left(v_{j+1}, s\left(\omega_{i n s}\right), v_{j+1}\right)$ to our path. If a symbol is inserted in the beginning of the string we add an edge $\left(v_{0}, s\left(\omega_{\text {ins }}\right), v_{0}\right)$.
- If transformation deletes a symbol $w_{j}$ we replace an edge $\left(v_{j-1}, w_{j}(0), v_{j}\right)$ with an edge $\left(v_{j-1}, \epsilon\left(\omega_{\text {del }}\right), v_{j}\right)$ in our path.
- If transformation replaces a symbol $w_{j}$ with $s^{\prime}$ we replace an edge $\left(v_{j-1}, w_{j}(0), v_{j}\right)$ with an edge $\left(v_{j-1}, s^{\prime}\left(\omega_{\text {repl }}\right), v_{j}\right)$ in our path.

If several symbols are inserted between $w_{i}$ and $w_{i+1}$ we suppose that the loops that were added in vertex $v_{i+1}$ in path $P$ are traversed by $P$ in the same order as they are in $w^{\prime}$.

By construction the path $P$ now is an $S$-path between $s$ and $t$, which labels form the word $w^{\prime}$. $P$ has weight $k$. That means that $k^{\prime} \leq k$.

We proceed to the second part of the proof: $k \leq k^{\prime}$.
Suppose there is an optimal $S$-path of weight $k^{\prime}-P$ between $s$ and $t$, which labels form the word $w^{\prime} \in \mathcal{L}(G)$. We translate it to the list of transformations of $w$ to obtain $w^{\prime}$.

- Edge $\left(v_{i}, s\left(\omega_{i n s}\right), v_{i}\right)$ translates into insertion of $s$ after $w_{i-1}$ or before $w_{1}$ if $i=0$.
- Edge $\left(v_{j-1}, \epsilon\left(\omega_{\text {del }}\right), v_{j}\right)$ in $P$ translates into deletion of symbol $w_{j}$ in $w$.
- Edge $\left(v_{j-1}, s^{\prime}\left(\omega_{\text {repl }}\right), v_{j}\right)$ in $P$ translates into replacement of $w_{j}$ with $s^{\prime}$ in $w$.

If there were several loops through $v_{i}$ in path $P$ they are processed in the inversed order from the order in path. With this construction after application of all transformations to $w$ we will get $w^{\prime}$ and the cost of the transformation is exactly $k^{\prime}$. It implies that $k \leq k^{\prime}$.

Once again note, that if some operation are restricted Lemma 5.5 works.
We get the following results.
Theorem 5.6. There is a (LED, $n^{c}$ ) to (weighted s-t CFL reachability, $n^{c}$ ), $c>1$ finegrained reduction.

Proof. The construction of $D$ takes $\mathcal{O}(n)$ time. If weighted s-t CFL reachability is solvable in $\mathcal{O}\left(n^{c-\epsilon}\right), 0<\epsilon<c-1$ time, then LED is solvable in $\mathcal{O}\left(n^{c-\epsilon^{\prime}}\right), 0<\epsilon^{\prime}<c-1$ time.

In case when insertions are the only allowed operations, combining the conditional lower bound on LED based on APSP hypothesis [34, 46] with the existence of subcubic reduction from LED to weighted s-t CFL reachability we get the following corollary.

Corollary 5.4. There is no $\mathcal{O}\left(n^{3-\epsilon}\right), \epsilon>0$ algorithm for weighted s-t CFL reachability problem under APSP hypothesis.

It is worth mentioning that this result applies to the subcase when the weights in weighted CFL reachability problem are restricted to only 0 and 1 , i.e. there is no truly subcubic algorithm for small weights (integer weights with absolute value bounded by some constant $M$ ) CFL reachability problem. For the analogous small weight version of APSP problem (in both directed and undirected case) there are known [5] truly subcubic algorithms with time complexity $\mathcal{O}\left(n^{\frac{3+\omega}{2}}\right)$. Together these two results imply that small weights CFL reachability problem in terms of fine-grained complexity is strictly harder than small weights APSP problem if APSP hypothesis it true.

### 5.5 Other possible reductions

The SAT, APSP and 3SUM problems are ones the most popular to get a reduction from. We have considered three problems which lower bounds are based on the SAT, APSP and 3SUM hypotheses as a possible candidates for creating a reduction.

Collecting Triangles and $\Delta$ Matching Triangles are a pair of problems, both of them have no subcubic lower bound unless all three of SETH, 3SUM and APSP hypotheses are false [2].

These problems are good in a way that a reduction from one of them would create the most believable lower bound for CFL reachability. Nevertheless creating a reduction from them seems unlikely.

Theorem 5.7. There is no reduction from (Collecting Triangles/ $\Delta$ Matching Triangles, $n^{3}$ ) to (CFL reachability, $n^{c}, c>2$ ) unless at least one of the following is false:

- $\omega=2$, where $\omega$ is the matrix multiplication exponent
- NSETH
- There exists an (all-pairs CFL reachability, $n^{c}$ ) to ( $s-t C F L$ reachability, $n^{c^{\prime}}, c^{\prime}>2$ ) fine-grained reduction.

Proof. First of all note that if there exists a reduction to the s-t CFL reachability, then we get an $n^{c}, c>2$ lower bound via a reduction from SAT. It is known 14 that no lower bound on s-t CFL reachability better than $n^{\omega}$ can be achieved via a reduction from SAT unless NSETH is false. This implies that either $\omega>2$ or NSETH is false.

Let us proceed to the case when a reduction was to the all-pairs CFL reachability. If there exists (all-pairs CFL reachability, $n^{c}$ ) to (s-t CFL reachability, $n^{c^{\prime}}, c^{\prime}>2$ ) finegrained reduction then we are in the previous case. Combining that reduction with the given reduction from Collecting Triangles $/ \Delta$ Matching Triangles and with the reduction to the latters from SAT we get the desired reduction from SAT to s-t CFL reachability.

Another problem that we have looked onto was AE-Mono $\Delta$. As its $\mathcal{O}\left(n^{2.5}\right)$ conditional lower bound [24] is based on 3SUM and APSP hypotheses, reduction from it cannot refute NSETH. We show in the end of Sec. 7 that the reduction from this problem to all-pairs CFL reachability is either nontrivial or highly unlikely.

## 6 CFL reachability with bounded paths length

Is is known that s-t CFL reachability on directed acyclic graph (DAG) can be solved faster that in general case:

Theorem 6.1 ([35], Th.5.9). The s-t CFL reachability on a $D A G H=(V, E)$ can be solved in $\mathcal{O}\left(|H|^{\omega}\right)$ time for a fixed grammar.

The proof of this theorem is based on generalisation of Valiant's parser for CFG recognition problem. Valiant parser works as follows. It builds an $n \times n$ upper triangular matrix $M$ where the cell $(i, j)$ contains the set $T_{i, j}$ from CYK algorithm. Matrix is build through computation of the transitive closure of the matrix of CYK sets in the beginning of the algorithm.

It was noticed in [35] that the vertices in DAG have topological sorting and if we number the vertices according to it, the analogous $M$ matrix is upper triangular. Thus Valiant's algorithm applies to DAGs too with minor corrections. Recall that topological sorting can be built in $\mathcal{O}(|V|+|E|)=\mathcal{O}\left(n^{2}\right)$ and sorting vertices according to it does not affect the time complexity of the algorithm.

With some further observations we get that after computing transitive closure $M$ contains information about reachability of all pairs of vertices and we can formulate the following theorem.

Theorem 6.2. The all-pairs CFL reachability problem on a $D A G H$ can be solved in $\mathcal{O}\left(|H|^{\omega}\right)$ time for a fixed grammar.

Next we use Theorem 6.2 to obtain faster all-pairs CFL reachability algorithm for finding paths of bounded length.

Theorem 6.3. There exists an algorithm for all-edges CFL reachability with time complexity $\tilde{\mathcal{O}}\left(n^{\omega}\right)$ that finds all $S$-reachable pairs of vertices that are reachable with paths of length no more than $k=\tilde{\mathcal{O}}(1)$.

Proof. Let $D=(V, E, L), V=\left\{v_{1}, \ldots, v_{n}\right\}$ be the given graph in all-pairs CFL reachability problem. We build a new labeled DAG $H=\left(V^{\prime}, E^{\prime}, L^{\prime}\right)$ of size $k=\tilde{\mathcal{O}}(n)$ as follows.

- $V^{\prime}=V_{1} \cup \ldots \cup V_{k}$, where $V_{i}=\left\{v_{1}^{i}, \ldots, v_{n}^{i}\right\}, i \in\{1, \ldots, k\}$ is a copy of set of vertices $V$.
- $\left.E^{\prime}=\cup_{i=1}^{k-1}\left\{\left(v_{p}^{i}, m_{p l}, v_{l}^{i+1}\right) \mid\left(v_{p}, m_{p l}, v_{l}\right) \in E\right)\right\}$, where $\left(v_{p}, m_{p l}, v_{l}\right)$ denotes directed edge from $v_{p}$ to $v_{l}$ with label $m_{p l}$.

For visual representation of the reduction see Fig. 6.
The number of vertices in graph $H$ is $\left|V^{\prime}\right|=k \cdot n=\tilde{\mathcal{O}}(n)$. Notice that $H$ is acyclic. Now we can apply Theorem 6.2 to $H$.

We extract the reachability information for each pair of vertices $v_{p}, v_{l}$ as follows. $v_{l}$ is $S$-reachable from $v_{p}$ in $G$ via a path of length at most $k$ if at least one pair of vertices $\left(v_{p}^{1}, v_{l}^{i}\right), i \in\{1, \cdots, k\}$ is $S$-reachable in $H$. We need $\mathcal{O}(k)$ time to extract boundedreachability information for every pair of vertices in $G$ from reachability in $H$. Thus we


$\begin{array}{lllll}V_{1} & V_{2} & V_{3} & V_{4} & V_{5}\end{array}$

Figure 6: Example of the reduction on graph with 4 vertices and searching for CFL paths of length no more than 4.
can get all-pairs reachability information in $\tilde{\mathcal{O}}\left(n^{2}\right)$ and it does not affect time complexity of our algorithm.

Time complexity of the algorithm is equal to the time complexity of application Theorem 6.2 to $H$, which is $\mathcal{O}\left((n \cdot \operatorname{poly}(\log n))^{\omega}\right)=\tilde{\mathcal{O}}\left(n^{\omega}\right)$.

We can extend the theorem above to the paths of greater lengths to get an algorithm with worse but still subcubic time complexity.

Corollary 6.1. There exists an algorithm for all-pairs CFL reachability with time complexity $\tilde{\mathcal{O}}\left(n^{c}\right), c<3$ that finds all $S$-reachable pairs that are reachable with paths of length no more than $k=\tilde{\mathcal{O}}\left(n^{c^{\prime}}\right)$, where $c^{\prime}<\frac{3}{\omega}-1$.

Proof. We build graph $H$ in the same way as in Theorem 6.3. Graph $H$ has $k \cdot n$ vertices.
Time complexity of application Theorem 6.2 to $H$ is: $\mathcal{O}\left((k \cdot n)^{\omega}\right)=\tilde{\mathcal{O}}\left(\left(n^{1+c^{\prime}}\right)^{\omega}\right)=$ $\tilde{\mathcal{O}}\left(\left(n^{\left(1+c^{\prime}\right) \cdot \omega}\right)\right.$. As $\left(1+c^{\prime}\right) \cdot \omega<3$ it is subcubic.

Time complexity of extraction the reachability information from $H$ is: $\mathcal{O}\left(n^{2} \cdot(k-1)\right)=$ $\tilde{\mathcal{O}}\left(n^{2+c^{\prime}}\right)$. As $2+c^{\prime}<\left(1+c^{\prime}\right) \cdot \omega<3$ it is subcubic.

Total time complexity of the algorithm is $\tilde{\mathcal{O}}\left(n^{c}\right)$ for $c=\left(1+c^{\prime}\right) \cdot \omega<3$.
Note that in CFL reachability problem some paths that we look for may be of exponential length $\sqrt[29]{ }$. It implies that Theorem 6.3 and Corollary 6.1 can give us a faster algorithm in a very restricted case.

## 7 CFL reachability on graphs with line-edges

Suppose we want to solve all-pairs CFL reachability problem on a graph $D$ that is homeomorphic to graph $D^{\prime},\left|V\left(D^{\prime}\right)\right|=n$ (i.e. $D$ is a subdivision of $D^{\prime}$ ) but our vertices of interest in all-pairs reachability are exactly the vertices of corresponding to the vertices of $D^{\prime}$. An example of such was in Section 5.3, see Fig. 4. we have split the transition edges
to make the system sparse, but the reachability information between auxiliary states was irrelevant to us.

In general graphs even if the number of subdivisions that we can make on each edge is bounded by constant, number of vertices can increase from $\mathcal{O}(n)$ up to $\mathcal{O}\left(n^{2}\right)$. In that case the application of the standard algorithms for CFL reachability will take $\tilde{\mathcal{O}}\left(n^{6}\right)$ amount of time. We show how to preprocess $D^{\prime}$ and the grammar if the number of subdivisions on each edge was small enough so that the time complexity of the algorithm will remain the same with respect to the polylogarithmic factors.

We say that $D$ is a line-graph if $D$ is a subdivision of graph $D^{\prime}$. If every edge of $D^{\prime}$ was subdivided less than $k$ times, $D$ is called $k$-line-graph

In $D$ we call vertices of $D^{\prime}$ ordinary vertices and vertices that were created through subdivision additional vertices. Edge $e$ of $D^{\prime}$ after subdivision is a line-graph and is called line-edge of $D$.

All-pairs CFL reachability on line-graph $D$ is a variation of all-pairs CFL reachability problem on $D$ where we ask only about reachability between pairs of ordinary vertices.
$k$-line-graph can rise up if the mark that we want to put on each edge does not consist of one symbol, but rather a word (see Fig. 4 and edges from $q_{s}$ for an example). In that case, a logical step would be to replace an edge with a word on it with a line-graph, which symbols form this word. In this case $k$ equals the biggest length of the word on the edges of $G$.

Theorem 7.1. Suppose there exists an all-pairs CFL reachability algorithm with time complexity $\mathcal{O}\left(n^{c} \cdot \operatorname{poly}(|G|)\right)=\mathcal{O}\left(n^{c}\right)$. Then there exist all-pairs CFL reachability algorithm on $k$-line-graphs, $k=o(\log n)$ with time complexity $\mathcal{O}\left(n^{c}\right)$.

Proof. Let $D=(V, E, L)$ be an $k$-line-graph graph, $k=o(\log n)$, on $n$ ordinary vertices and $G=(N, \Sigma, P, S)$ be the grammar in the given instance of all-pairs CFL reachability problem. We transform this instance to new instance $D^{\prime}, G^{\prime}$ of the same problem. We suppose that $G$ is in CNF, otherwise, it can be converted to CNF in $\mathcal{O}($ poly $(|G|))$ time.

The proof consists of four steps that transform the words on the line-edges so that they are the terminals in the new grammar $G^{\prime} . D^{\prime}$ in the new instance is a graph, which was transformed to $D$ by subdivisions of the edges, i.e. $D^{\prime}$ is a graph on ordinary vertices of $D$, vertices in $D^{\prime}$ are connected by an edge if the corresponding vertices in $D$ are connected by an edge or a line-edge. Labels on the edges of $D^{\prime}$ are defined below together with the grammar $G^{\prime}$.

The steps of the transformation from an instance $D, G$ to an instance $D^{\prime}, G^{\prime}$ are the following:

1. First of all we make all line-edges in $D$ of the same length.

As $D$ is a $k$-line-graph all line-edges of $D$ consist of no more than $k$ usual edges. We want to insert $\epsilon$-edges in every line-edge so that the length of every line-edge is exactly $k=o(\log n)$, the resulting graph is denoted by $D^{\prime \prime}$. We transform the grammar $G$ to $G^{\prime \prime}$ accordingly, see Sec. 5.4. note about adding $\epsilon$-edges in the graph for the full description.
Note that all words from $\mathcal{L}\left(G^{\prime \prime}\right)$ that we look for in all-pairs CFL reachability problem in $D$ now have length $k \cdot i$ for some $i \geq 0$.
2. We define the new alphabet $\Sigma^{\prime}$ as an alphabet of $k$-tuples of symbols over $\Sigma \cup\left\{\epsilon^{\prime}\right\}$ : $\Sigma^{\prime}=\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{i} \in \Sigma \cup\left\{\epsilon^{\prime}\right\} \forall i \in\{1, \ldots, k\}\right\}$. We mark an edge in $D^{\prime}$ by the $k$ -
tuple $\left(x_{1}, \ldots, x_{k}\right)$ from $\Sigma^{\prime}$ if the marks on the corresponding transformed line-edge in $D^{\prime \prime}$ had marks $x_{1}, \ldots, x_{k}$ on the edges.
3. We convert CFG $G^{\prime \prime}$ to PDA $\mathcal{A}$ with $l=\operatorname{poly}\left(\left|G^{\prime \prime}\right|\right)$ number of states by a standard algorithm (see [38], Lemma 2.21)
4. After that we transform PDA $\mathcal{A}$ to PDA $\mathcal{A}^{\prime}$ with $l \cdot|\Sigma|^{k} \cdot k=o(n)$ states that recognises all words from $\mathcal{L}\left(G^{\prime \prime}\right)$ that have length $k \cdot i$ for some $i$ and were split into $k$-tuples. That means that $\mathcal{A}^{\prime}$ accepts the words over $k$-tuple language of the form $\left(w_{1}, \ldots, w_{k}\right) \ldots\left(w_{i k+1}, \ldots, w_{(i+1) k}\right)$ if and only if $\mathcal{A}$ accepted the word $w_{1} \ldots w_{(i+1) k}$. We transform each state $q$ except $q_{0}$ of $\mathcal{A}$ into $|\Sigma|^{k} \cdot k$ states. We suppose that $\mathcal{A}$ can be in state $q_{0}$ only in the beginning of its work, otherwise we can make a duplicate state $q_{0}^{\prime}$ with the same transitions as $q_{0}$ where $\mathcal{A}$ will come in the middle of its work. State $q_{\left(w_{1}, \ldots, w_{k}\right)}^{i}$ corresponds to the moment of the system when the automaton $\mathcal{A}$ has read the $i$-th symbol of the tuple (if they were written as a part of usual string $\left.\ldots w_{1} \ldots w_{k} \ldots\right)$ and is in state $q$.
For each transition $\left(q, s, g, q^{\prime}, g^{\prime}\right) \in \delta$ we model the work of $\mathcal{A}$ and create the following transitions:

$$
\begin{aligned}
& \left.\left(q_{\left(w_{1}, \ldots, w_{k}\right)}^{i}\right) \epsilon, g, q_{\left(w_{1}, \ldots, w_{k}\right)}^{\prime i+1}, g^{\prime}\right) \forall 0 \leq i<k \forall\left(w_{1}, \ldots, w_{i+1}=s, \ldots, w_{k}\right) \in \Sigma^{\prime} \\
& \left.\left(q_{\left(w_{1}, \ldots, w_{k}\right)}^{k}\right),\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right), g, q_{\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right)}^{\prime 0}, g^{\prime}\right) \forall\left(w_{1}, \ldots, w_{k}\right),\left(w_{1}^{\prime}=s, \ldots, w_{k}^{\prime}\right) \in \Sigma^{\prime}
\end{aligned}
$$

The set of final states consists of states:

$$
q_{\left(w_{1}, \ldots, w_{k}\right)}^{k} \forall\left(w_{1}, \ldots, w_{k}\right) \in \Sigma^{\prime} \quad \forall q \in Q_{f}
$$

where $Q_{f}$ is a set of final states of $\mathcal{A}$.
Transitions in the cases concerning the starting state $q_{0}$ are similar. For transition $\left(q_{0}, s, g, q^{\prime}, g^{\prime}\right) \in \delta$ in $\mathcal{A}$ we create in $\mathcal{A}^{\prime}$ transitions:

$$
\left(q_{0},\left(w_{1}, \ldots, w_{k}\right), g, q_{\left(w_{1}, \ldots, w_{k}\right)}^{\prime 0}, g^{\prime}\right) \forall\left(w_{1}=s, \ldots, w_{k}\right) \in \Sigma^{\prime}
$$

By the construction $\mathcal{A}^{\prime}$ makes the same transitions as $\mathcal{A}$, but "saves" a tuple that is read now in a memory.
5. Finally we convert PDA $\mathcal{A}^{\prime}$ to CFG $G^{\prime}$ of size $\left|G^{\prime}\right|=o(n)$ by a standard algorithm (see [38], Lemma 2.22)
Now one can apply algorithm for CFL reachability with grammar $G^{\prime}$ for graph $D^{\prime}$ and get the answer to the usual all-pairs CFL reachability problem in time $\mathcal{O}\left(n^{c} \cdot \operatorname{poly}\left(\left|G^{\prime}\right|\right)\right)=$ $\mathcal{O}\left(n^{c} \cdot \operatorname{poly}(o(n))\right)=\mathcal{O}\left(n^{c}\right)$. Note that $\mathcal{L}\left(G^{\prime}\right)$-reachable pairs of $D^{\prime}$ correspond exactly to the $\mathcal{L}(G)$-reachable pairs of $D$.

Note that Theorem 7.1 can be seen as a reformulation of a fact that if a grammar has size $o(n)$ then it does not affect the time complexity of an algorithm if it's time complexity depends polynomially on the size of the grammar, which is typical for CFL reachability algorithms. The result is useful when the words on the edges cannot be easily expressed as nonterminals of some grammar.

One can ask a question whether Theorem 7.1 can be generalized for the line-edges of the bigger length. Below we show that this kind of generalisations will be either hard to prove or highly unlikely for bigger lengths.

Let $A$ be the algorithm for all-pairs CFL reachability with time complexity $\mathcal{O}(T(n) \cdot \operatorname{poly}(|G|))$. As generalisation should be correct for any time complexity $T(n)$ of algorithm $A$ we suppose that in the proof of generalisation of the theorem above, one makes several calls to algorithm $A$ on the graphs of size $\Theta(n)$. We suppose that these calls are made on directed graphs $D_{1}, \ldots, D_{k}, k \geq 1$. By the statement of the theorem we get that $k=\mathcal{O}(\operatorname{poly}(\log n))$. With this assumption we can formulate the following theorem.

Theorem 7.2. Suppose claim of Theorem 7.1 holds for the $k$-line-graphs, $k=\Omega(\log n)$. Then either:

- at least one of $D_{1}, \ldots, D_{k}, k \geq 1$ has structure different from $D^{\prime}$
- both APSP and 3SUM hypotheses are false

Before the proof of the theorem we present a reduction which was proposed in [22].
Lemma 7.1. 22 There exists an (AE-Mono $\Delta, n^{3}$ ) to (all-pairs CFL reachability on $k$-line-graph, $\left.k=\Theta(\log n), n^{3}\right)$ fine-grained reduction.


Figure 7: The reduction from an instance of a AE-Mono $\Delta$ problem with 4 vertices to the instance of all-pairs CFL reachability problem on line-graph.

Proof. The reduction and its correctness is totally the same as in the reduction from (AE-Mono $\Delta, n^{2.5}$ ) to (sparse all-pairs PDS reachability with stack depth $b=4\lceil\log n\rceil$, $n^{1.25}$ ) presented in Sec. 5.3 .

Note that on every edge we get $4\lceil\log n\rceil-1$ additional vertices and thus the constructed graph is a $k$-line-graph, $k=\Theta(\log n)$, with $5 n=\Theta(n)$ ordinary vertices.

Now we are ready to prove Theorem 7.2 .
Proof of Theorem [7.2. Suppose claim of Theorem 7.1 works for $k$-line-graphs, $k=$ $\Omega(\log n)$. We want to apply it to the graph from the reduction in Lemma 7.1 - graph $D$. This is a $k$-line-graph, $k=\Omega(\log n)$, moreover the corresponding graph $D^{\prime}$ is an acyclic graph where the length of the paths between vertices do not exceed 4 .

We have seen in Sec 6 that CFL reachability on DAGs can be solved in $\left(n^{\omega}\right)$ time. That means that at least one of $D_{1}, \ldots, D_{k}, k \geq 1$ should be not an acyclic graph. In other case AE-Mono $\Delta$ can be solved in $\tilde{\mathcal{O}}\left(n^{\omega}\right)$ time by Theorem 6.2. Recall that $A E-M o n o \Delta$ problem has $\mathcal{O}\left(n^{2.5}\right)$ lower bound under 3SUM and APSP hypotheses. Together these two facts imply that both 3SUM and APSP hypotheses are false.

Moreover at least in one of $D_{1}, \ldots, D_{k}, k \geq 1$ the paths that we look for should be of length at least $k=\tilde{\Omega}\left(n^{c^{\prime}}\right), c^{\prime} \geq \frac{2.5}{\omega}-1$ otherwise by Corollary 6.1 AE-Mono $\Delta$ can be solved in $\tilde{\mathcal{O}}\left(n^{2.5-\epsilon}\right), \epsilon>0$ time.

In both of the cases in at least one of 3SUM and APSP hypotheses is true we need to considerably change the underlying graph $D^{\prime}$ at least once before calling algorithm $A$ on it.

Note that the proven theorem also helps us to understand the structure of a graph that we should get in a reduction from AE-Mono $\Delta$ to CFL reachability if there exists one. Let $U$ be the graph on $n$ vertices in the instance of AE-Mono $\Delta$ problem. Then if at least one of APSP and 3SUM hypotheses is correct then the graph $D=(V, E, L)$ in CFL reachability problem should contain:

- cycle and the shortest $S$-path of length at least $\tilde{\Omega}(1)$ between some pair of vertices (at least $\tilde{\Omega}\left(n^{c^{\prime}}\right), c^{\prime}<\frac{2.5}{c \cdot \omega}-1$ if $D$ has no more that $\mathcal{O}\left(n^{c}\right)$ vertices by Corollary 6.1)
- or $n^{\prime}=\Omega\left(n^{\frac{2.5}{\omega}}\right)$ vertices (so that $\tilde{\mathcal{O}}\left(n^{\prime \omega}\right) \geq \tilde{\mathcal{O}}\left(n^{2.5}\right)$ )


## 8 Conclusion and future work

In the course of this work, the following results were obtained:

1. We have studied the existing algorithms for CFL reachability and proposed a faster algorithm for the subcase of finding paths of bounded length (see Sec. 3.3 and 6).
2. We gave an overview on the reductions around CFL reachability problems (see Sec. (4).
3.1. Some of the techniques used in existing conditional lower bounds were translated to CFL reachability and the problems connected to it, new conditional lower bounds were achieved (see Sec. 5 and Fig. 11).
3.2. We have presented new technique that may be used in creating new conditional lower bounds on CFL reachability and discussed its limitations (see Sec 7).
3.3. Several problems with lower bounds based on APSP, 3SUM and SAT hypotheses were studied. In Sec. 5.5 and 7 we discussed reasons why the reductions from them will be either hard, unlikely or will refute some hypotheses.

There are still many open questions in the area of this work. We point out some of them.

First question considers the existence of new conditional lower bounds for CFL reachability. We want to highlight two problems as a candidates to obtain them. They are APSP problem and OMV problem. We propose APSP problem and it's many subcubic equivalent analogues [46] as APSP is connected to problems on paths, and OMV problem as it is connected to dynamic problems as is CFL reachability problem.

One of the promising way of research is creating a reduction from all-pairs to s-t CFL reachability. There are known examples (e.g. All-Pairs Negative Triangle and Negative Triangle [47]) where such problems have the same complexity. Approach that was used in Triangle-connected problems is not naively applicable to CFL reachability as it is based on splitting sets of vertices in a tripartite graph. Still some existing ideas ideas may be taken into account when creating such a reduction between CFL reachability variations.

Despite the fact that Theorem 7.2 gives the intuition of the complexities behind the generalisation of the approach with line-edges it does admit the existence of other approaches: we can prove the analogous theorem for algorithms with some specific complexities, i.e. cubic or subcubic. It would be interesting to try another way to deal with long edges.
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[^0]:    ${ }^{1}$ Every logarithm in the paper is a logarithm with base 2.
    ${ }^{2}$ Here and throughout the paper $\tilde{\mathcal{O}}$ notation hides polylogarithmic factors, e.g. $\tilde{\mathcal{O}}\left(n^{3-\epsilon}\right)=\mathcal{O}\left(n^{3-\epsilon} \cdot \operatorname{poly}(\log (n))\right.$.

