
Saint Petersburg State University

Ignat Sokolov

Graduation qualification thesis

About conservativity of pure and
weight-exact functors

Bachelor’s program
“Mathematics”

Specialization and code: 01.03.01 "Mathematics"
Cipher of the EP: SV.5000.2016

Thesis supervisor:
Professor,
Department of Mathematics and Computer Science,
Saint Petersburg State University,
Dr. Sc. (Phys.-Math.),
Mikhail V. Bondarko

Thesis reviewer:
Professor,
Department of Mathematics,
Massachusetts Institute of Technology,
Ph.D.
Gonçalo Nery Tabuada

Saint Petersburg
2020



Abstract
In this paper we construct families of weight-conservative functors re-

lated to localizations of triangulated categories; in particular, our motivic
functors are conservative and weight-exact with respect to the correspond-
ing Chow weight structures. Families of this sort were shown to be useful
in papers of T. Bachmann, M. Bondarko, and G. Tabuada, where they
were applied to the study of Picard groups of (motivic) triangulated cat-
egories.
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Introduction
In [BoT17] and [Bac16] certain functors from triangulated categories were shown
to be useful for the study of their Picard groups. All the categories considered
in these papers were endowed with so-called weight structures (as independently
define by M. Bondarko and D. Pauksztello), and the ("pure") homological func-
tors constructed there killed all objects of strictly negative and strictly positive
weights. The advantages of functors of this type is that they have a simple
description in terms of the heart Hw of the corresponding weight structure w
(see Theorem 2.1.2 of [Bon18]); their properties imply that the corresponding
group Pic(C) is isomorphic to Pic(Hw)

⊕
Z if w is bounded, the tensor product

of C restricts to Hw, and Hw is semi-simple and local with respect to the tensor
product (see Theorem 1.1 of [BoT17]).

The case where Hw is not semi-simple is more complicated (in general).
To deal with it, in the current paper we construct certain pure functors corre-
sponding to additive subcategories of Hw; they are closely related to Verdier
localizations. In some cases we also construct closely related exact functors Fi
that are weight-conservative, i.e., their exists a weight structures v on the target
such that the "w-range" of an object M of C equals the v-range of (

∏
Fi)(M)

(cf. Definition 1.4.2 below; note that this assumption is stronger than conserva-
tivity if v is non-degenerate). It often happens that Fi respect tensor products;
thus they can be used for the calculation of Picard groups.
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These families of weight-conservative functors exist for certain subcategories
of Voevodsky motives. As a particular case of this formalism, we recover the
"fixed point functors" from Artin motives that were originally introduced in
[Bac16].

Now we describe the contents of this text.
In §1 we recall some of the theory of weight structures, and use it for the

construction of certain pure and weight-conservative functors corresponding to
subcategories and localizations.

In §2 we demonstrate that our theory can be applied to (geometric) Voevod-
sky motives over a field; the corresponding adjoint functors come from base
field extensions. In particular, we obtain certain "fixed point functors" from
the subcategories of effective geometric Voevodsky motives whose dimension is
bounded by some constant. We obtain an especially nice result in the dimension
0 case, i.e., for derived categories of Artin motives.

1 General weight structure theory
In this section we recall some of the theory of weight structures on triangulated
categories. Moreover, we prove that certain (pure) homological functors can
be used to calculate the weights of objects, and discuss the relation of this
statement to weight-conservativity.

1.1 Some categorical notation and lemmas
• Given a category C and X,Y ∈ ObjC we will write C(X,Y ) for the set

of morphisms from X to Y in C.

• For categories C ′, C we write C ′ ⊂ C if C ′ is a full subcategory of C.

• Given a category C and X,Y ∈ ObjC, we say that X is a retract of Y if
idX can be factored through Y .1

• A (not necessarily additive) subcategory H of an additive category C is
said to be retraction-closed in C if it contains all retracts of its objects in
C.

• For any (C,H) as above the full subcategory KarC(H) of C whose objects
are all retracts of (finite) direct sums of objects H in C will be called
the retraction-closure of H in C; note that this subcategory is obviously
additive and retraction-closed in C.

• The symbol C below will always denote some triangulated category; usu-
ally it will be endowed with a weight structure w. The symbols C ′ and D
will also be used for triangulated categories only.

• We will write K(B) for the homotopy category of (cohomological) com-
plexes over B. Its full subcategory of bounded complexes will be denoted
by Kb(B). We will write M = (M i) if M i are the terms of the complex
M .

1Clearly, if C is triangulated or abelian, then X is a retract of Y if and only if X is its
direct summand.
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• We will say that an additive covariant functor from C into A is homological
if it converts distinguished triangles into long exact sequences.

For a homological functorH and i ∈ Z we will writeHi for the composition
H ◦ [−i].

• We call a category A
B the factor of an additive category A by its full

additive subcategory B if Obj
(
A
B

)
= ObjA and

(AB )(X,Y ) = A(X,Y )/(
∑
Z∈ObjB A(Z, Y ) ◦A(X,Z)).

It is easily seen that A
B isomorphic to A

KarA B

• For a small additive category H we will write Pshv(B) for the category
of additive contravariant functors from H into abelian groups.

• For an arbitrary small additive category A denote by YA : A→ Pshv(A)
the Yoneda embedding. Certainly, YA(X)(Y ) is the functor A(Y,X).

We have an obvious

Proposition 1.1.1. (The universal property of factor category) For an arbi-
trary additive category A and full subcategory N ⊂ A take the obvious quotient
functor F : A → A/N . Assume that G : A → B is an additive functor into
another additive category B that maps every object of N to 0.

Then there exists a unique additive functor H : A/N → B such that G =
H ◦ F .

The following statement is crucial for the weight-conservativity statements
below.

Lemma 1.1.2. LetH be a small additive category andN ⊂ H be a full additive
subcategory of H. Consider the quotient functor F : H → H/N = H ′ and the
restriction functor R : Pshv(H) → Pshv(N) that comes from the embedding
N → H, and take the following composite functors:

A = YH′ ◦ F : H → Pshv(H ′)

and
B = R ◦ YH : H → Pshv(N).

Then for any morphism φ : X → Y in H the following conditions are equiv-
alent:

(i) there exists ξ : Y → X such that φ ◦ ξ = idY
(ii) the morphisms A(φ) and B(φ) are epimorphic.

Proof. The implication (i)⇒ (ii) is obvious. Let us prove that (ii) implies (i).
Let F (φ) = φ′ : X ′ → Y ′ be the image of φ under the quotient functor. By

condition (ii), A(φ) = YH′(φ′) is a surjection. Since a morphism of presheaves
is epimorphic if and only if it surjective on the level of objects, YH′(φ′)(Y ′) is
surjective as well. The morphism YH′(φ′)(Y ′) : H ′(Y ′, X ′)→ H ′(Y ′, Y ′) is just
the composition map ω → φ′ ◦ ω. Hence there exists θ ∈ H ′(Y ′, X ′) such that

φ′ ◦ θ = idY ′ . (1.1.1)
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Thus the first condition (A(φ) surjective) implies that φ′ is splits. To prove
that φ splits as well we consider t = CokerYH(φ) : YH(Y ) → T . Here T is
a presheaf on H and t is a natural transformation. The restriction functor R
respects cokernels; thus T |N = R(T ) = R(CokerYH(φ)) = Coker(R◦YH(φ)) =
Coker(B(φ)) = 0, since B is a surjection by our assumptions. By Proposition
1.1.1, T factors through H ′, i.e., there exists S ∈ Pshv(H ′) such that T = S◦F .

The image of φ under the quotient functor splits, and its image under T
also does. A bit more precisely, idT (Y ) = T (idY ) = S(F (idY )) = S(idF (Y )) =
S(idY ′). Hence by (1.1.1), idT (Y ) = S(idY ′) = S(φ′ ◦ θ) = S(θ) ◦ S(φ′) =
S(θ) ◦ T (φ). Thus T (φ) is injective. Since the morphisms in Pshv(H) are
natural transformations, we have the following commutative diagram:

H(Y,X)
YH(φ)Y−−−−−→ H(Y, Y )

tY−−−−→ T (Y )y yYH(Y )(φ)

yT (φ)

H(X,X)
YH(φ)X−−−−−→ H(X,Y )

tX−−−−→ T (X)

(1.1.2)

Now our statement can be easily verified by diagram chasing.
We want to prove that there exists ξ ∈ H(Y,X) such that φ ◦ ξ = idY ,

or equivalently idY = YH(φ)Y (ξ). It means just that idY ∈ ImYH(φ)Y =
Ker tY , since tY is the cokernel of YH(φ)Y . Since T (φ) is injective, Ker tY =
KerT (φ)◦tY = Ker tX ◦YH(Y )(φ). Now we have idY ∈ Ker tX ◦YH(Y )(φ) ⇐⇒
YH(Y )(φ)(idY ) ∈ Ker tX and YH(Y )(φ)(idY ) = φ = YH(φ)X(idX) ∈ ImYH(φ)X =
Ker tX , and we are done.

Below we will also apply the following simple abstract nonsense lemma.

Lemma 1.1.3. Let A be an additive category and F : A → A be an additive
functor. Suppose we have an adjunction (ε, η) : F ` F . Then for any objects
X,Y ∈ A we have A

FA (X,Y ) = A(X,Y )
εY FA(FX,FY )ηX

.

Proof. Obviously,

εY FA(FX,FY )ηX ⊂
∑

Z∈ObjFA

A(Z, Y ) ◦A(X,Z).

Now consider the composition X
φ−→ FZ

ψ−→ Y . The counit-unit equation
says that idFZ = εFZ ◦FηZ = FεZ ◦ ηFZ . Hence ψ ◦ φ = ψ ◦ εFZ ◦FηZ ◦FεZ ◦
ηFZ ◦φ. Since ε and η are natural transformations, we have ψ ◦ εFZ = εY ◦F 2ψ
and ηFZ ◦ φ = F 2φ ◦ ηX . Thus ψ ◦ φ = εY ◦ F 2ψ ◦ FηZ ◦ FεZ ◦ F 2φ ◦ ηX ∈
εY FA(FX,FY )ηX . Hence∑

Z∈ObjFA

A(Z, Y ) ◦A(X,Z) ⊂ εY FA(FX,FY )ηX ,

and we are done.

Corollary 1.1.4. In the notation of previous lemma we have A
FA (X,Y ) =

A(X,Y )
εY A(X,F 2Y )
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1.2 Weight structures: basics
Definition 1.2.1. A pair of subclasses Cw≤0, Cw≥0 ⊂ ObjC will be said to
define a weight structure w on a triangulated category C if they satisfy the
following conditions.

(i) Cw≥0 and Cw≤0 are retraction-closed in C (i.e., contain all C-retracts of
their objects).

(ii) Semi-invariance with respect to translations.
Cw≤0 ⊂ Cw≤0[1] and Cw≥0[1] ⊂ Cw≥0.
(iii) Orthogonality.
Cw≤0 ⊥ Cw≥0[1].
(iv) Weight decompositions.
For any M ∈ ObjC there exists a distinguished triangle

LM →M → RM→LM [1]

such that LM ∈ Cw≤0 and RM ∈ Cw≥0[1].
If C is endowed with a weight structure then we will say that C is a weighted

category.

We will also need the following definitions.

Definition 1.2.2. Let i, j ∈ Z; assume that a triangulated category C is en-
dowed with a weight structure w.

1. The full subcategory Hw of C whose objects are Cw=0 = Cw≥0 ∩ Cw≤0
is called the heart of w.

2. Cw≥i (resp. Cw≤i, resp. Cw=i) will denote the class Cw≥0[i] (resp.
Cw≤0[i], resp. Cw=0[i]).

3. Cb ⊂ C will be the category whose object class is ∪i,j∈ZC [i,j].

We will say that its objects are the w-bounded objects of C.

4. Moreover, the elements of ∪i∈ZCw≥i (resp. of ∪i∈ZCw≤i) will be said to
be w-bounded below (resp. above).

We will say that (C,w) is bounded (resp. bounded below, resp. above) if
all objects of C are w-bounded (resp. bounded below, resp. above).

5. Let C ′ be a triangulated category endowed with a weight structure w′; let
F : C → C ′ be an exact functor.

Then F is said to be weight-exact (with respect to w,w′) if it maps Cw≤0
into C ′w′≤0 and sends Cw≥0 into C ′w′≥0.

6. Let D be a full triangulated subcategory of C.

We will say that w restricts toD whenever the couple (Cw≤0∩ObjD, Cw≥0∩
ObjD) is a weight structure on D.

Remark 1.2.3. It is easily seen that the notion of a weight structure is self-dual,
i.e., for w as above and D = Cop (so, ObjD = ObjC) there exists an (opposite)
weight structure w′ on D such that Dw′≤0 = Cw≥0 and Dw′≥0 = Cw≤0.
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Lemma 1.2.4. Let C be a weighted category with heart H, and H ′ ⊂ H an
additive subcategory. Let C ′ be the thick triangulated category generated by H ′

in C (that is, the smallest full thick triangulated subcategory of C containing
H ′).

Then the weight structure of C restricts to C ′.

Proof. The statement easily follows from Corollary 2.1.2 of [BoS18].

1.3 Pure functors
Let us define an important class of (co)homological functors from categories
endowed with weight structures.

Definition 1.3.1. Assume that C is endowed with a weight structure w.
We will say that a (co)homological functorH from C into an abelian category

A is w-pure (or just pure if the choice of w is clear) if H kills both Cw≥1 and
Cw≤−1.

To ensure that the pure functors we need exist, we recall the following state-
ment.

Proposition 1.3.2. The correspondence sending a pure functor H : C → A
into its restriction to Hw gives an equivalence of the (not necessarily small)
category of pure functors of this sort with the category of additive functors
Hw → A.

Proof. Immediate from Theorem 2.1.2 of [Bon18].

Inverting this correspondence (cf. Proposition 1.5.1(3) below), for an addi-
tive functor F : Hw → A we will denote by HF : C → A the corresponding
pure (homological) functor.

1.4 Weight structures in localizations and detecting weights
Proposition 1.4.1. 1. Let D ⊂ C be a triangulated subcategory of C; suppose
that w induces a weight structure on D (i.e., ObjD ∩Cw≤0 and ObjD ∩Cw≥0
give a weight structure onD). We denote the heart of the latter weight structure
by HD.

Then w induces a weight structure on C/D (the localization, i.e., on the
Verdier quotient of C by D). Being more precise, the retraction-closures of
Cw≤0 and Cw≥0 in C/D give a weight structure on C/D (note that ObjC =
ObjC/D).

2. The heart H(C/D) of this weight structure is the retraction-closure of
Hw
HD in C/D.

3. If C,w is bounded above, below, or both, then C/D is so as well.

Proof. See Proposition 8.1.1 and Remark 8.1.3(5) of [Bon10].

Definition 1.4.2. Let F : C → C ′ be a weight-exact functor, where C ′ is a
triangulated category endowed with a weight structure w′.

We will say that F is right (resp. left) weight-conservative if given X ∈ C
with F (X) ∈ C ′w′>0 (resp. F (X) ∈ C ′w′60) we have X ∈ Cw>0 (resp. X ∈
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Cw60). A family of functors will be said to be right (left) weight-conservative
if its product is.

We say that F (or a family of functors) is weight-conservative if it both right
and left weight-conservative.

Note that a functor F is right (left) weight-conservative if and only if the
corresponding functor F op : Cop → Dop is left (right) weight-conservative (with
respect to the opposite weight structures; see Remark 1.2.3).

Definition 1.4.3. We will say that a functor F : C → D detects sections if a
C-morphism f : X → Y admits a section whenever F (f) does.

We say that a family of functors detects sections if its product does.

We need the following lemma.

Lemma 1.4.4. Let Fi : C → Di be a set of weight-exact triangulated functors,
and that the weight structure w on C is bounded below.

Then {Fi} is right weight-conservative if and only if (the family of) the
restrictions of Fi to Hw is detects sections.

Proof. This is Corollary 5.15 in [Bac16]; One can also prove this statement
similarly to Proposition 2.2.3(1) of [Bon18].

Theorem 1.4.5. Let C be a small triangulated category equipped with a weight
structure w, N ⊂ Hw is an additive subcategory. Take Hw′ = Hw/N and
denote by F : Hw → Hw′ the obvious factorization functor. Consider the
following Yoneda-type functors:

A : Hw → Pshv(N)

A→ (B → Hw(B,A))

and
B : Hw → Pshv(Hw′)

A→ (B → Hw′(B,F (A))).

Then for any M ∈ Obj(C) and n ∈ Z we have the following: M is w-bounded
below and HAi (M) = HBi (M) = 0 for all i < n if and only if M ∈ Cw>n.

Proof. This is an easy combination of Lemmas 1.1.2 and 1.4.4.

Now we study a setting where these pure functors come from certain weight-
exact ones.

Theorem 1.4.6. Let w be a bounded below (resp. above) weight structure
on C and let f∗s : C → Ds be a family of weight-exact functors. Suppose that
f!s : Ds → C (resp. f∗s : Ds → C) are weight-exact functors left (resp. right)
adjoint to f∗s for all s. Denote by C ′ the thick triangulated subcategory of C
generated by ∪sf!sf∗sCw=0 (resp. by ∪sf∗sf∗sCw=0), and let F : C → C/C ′ be
the Verdier localization functor.

Suppose also that w is bounded below (resp. above). Then the family
{f∗s } ∪ {F} is right (resp. left) weight-conservative.
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Proof. It is easily seen that the left weight-conservative version of our statement
(stated in brackets) is the dual to the right weight-conservative one (see Remark
1.2.3).

Thus it suffices to treat the functors f!s. Let us apply Lemma 1.4.4. We
set N = ⊕sf!sf∗sHw. Let φ : X → Y be an Hw-morphism. Suppose that the
morphisms F (φ) and f∗s (φ) admit sections.

Assume first that the category Hw is small. Consider the functors A and B
from Lemma 1.1.2 (for H = Hw). By this lemma it suffices to verify that both
A(φ) and B(φ) are epimorphic. Now, B(φ) epimorphic since F (φ) is. Next,
N generated by ∪sf!sf∗sH; hence to prove that A(φ) epimorphic it suffices to
check that A(φ)(T ) epimorphic for T ∈ ∪sf!sf∗sH. Let T = fs!f

∗
s (M) for some

M ∈ H. By adjunction we have the following commutative diagram:

H(T,X)
A(φ)(T )−−−−−→ H(T, Y )y y

H(f∗s (M), f∗s (X)) −−−−→ H(f∗s (M), f∗s (Y ))

(1.4.1)

Here the vertical arrows are isomorphisms and the bottom arrow is epimorphic
since f∗s (φ) is. Hence the top arrow is epimorphic as well.

Lastly, if Hw is not small then it is easily seen that we can replace the
presheaf functors A and B by the corresponding collections of functors AX =
H ′(X,F (−)) and BY = Hw(Y,−) for X running through Cw=0 = ObjH ′ and
Y running through ObjN . Note however that we will not apply this case of our
theorem in the next section.

The following statement follows from our theorem immediately.

Corollary 1.4.7. Let the assumptions of Theorem 1.4.6 holds; assume that
Hw ⊂ KarC N .

Then the family {f∗s } is right (left) weight-conservative.

1.5 Weight complexes
Now we recall (a little of) the theory of so-called "strong" weight complex
functors.

Recall that the category of Kb(Hw) endowed with a stupid weight-structure
wst. A bit more precise we take Kb(Hw)wst≤0 (resp. Kb(Hw)wst≥0) to be the
class of objects in Kb(Hw) that are homotopy equivalent to those complexes
that are concentrated in degrees ≥ 0 (resp. ≤ 0). See also Remark 1.2.3.(1) in
[BoS18].

Proposition 1.5.1. Assume that C possesses an ∞-enhancement (see §1.1 of
[Sos19] for the corresponding references), and is endowed with a bounded weight
structure w.

Then there exists an exact functor tst : C → Kb(Hw), M 7→ (M i), that
enjoys the following properties.

1. The composition of the embedding Hw → C with tst is isomorphic to the
obvious embedding Hw → Kb(Hw).
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2. The functor tst is weight-exact and weight-conservative, i.e., an object M
of C belongs to Cw≤n (resp. to Cw≥n) if and only if tst(M) belongs to
K(Hw)wst≤n (resp. to K(Hw)wst≥n).

3. If F : Hw → A is an additive functor as in Definition 1.3.1 then the
corresponding pure functor HF can be computed as the functor that sends
M into the zeroth homology of the complex (F (M i)).

Proof. All the statements easily follow from Corollary 3.5 of [Sos19] combined
with Proposition 1.3.4 and Theorem 2.1.2 of [Bon18].

Remark 1.5.2. To drop the assumption that C possesses an ∞-enhancement
(and w is bounded) one can consider the so-called weak weight complex functor
t : C → Kw(Hw) (see [Bon18]).

2 Applications to Voevodsky motives
In this section we apply the results above to Voevodsky motives (over a field).
Below we will always assume that the (coefficient) ring R is associative unital
commutative, and the exponential characteristic of our fields is invertible in R.

2.1 A reminder on motives and Chow weight structures
We recall some properties of the triangulated categories DMgm(k,R) of Vo-
evodsky’s motives over a perfect field k, where R is as above.

For X ∈ Sm(k) we will write MR(X) = M(X) ∈ ObjDMgm(k,R) for the
motif of X.

Proposition 2.1.1. I.1. There exist an embedding Chow(k,R)→ DMgm(k,R)
of category of Chow motives to DMgm(k,R) such that following diagram com-
mutes

SmProj(k) −−−−→ Sm(k)yMChow,R

yMR

Chow(k,R) −−−−→ DMgm(k,R),

(2.1.1)

where MChow,R is the usual (covariant) Chow motif functor.
2. There exists a (unique) bounded weight structure w = wChow onDMgm(k,R)

whose heart equals Chow(k,R).
3. DMgm(k,R) is a tensor category, and for any pairX,Y of smooth schemes

over k the corresponding projections give an isomorphismM(X×Y ) 'M(X)⊗
M(Y ).

II. Let f : Spec(l)→ Spec(k) be an algebraic extension,X ∈ ObjDMgm(l, R),
and Y ∈ ObjDMgm(k,R). Then the following statements are valid.

1. There is an exact functor f∗ : DMgm(k,R) → DMgm(l, R) such that
f∗(M(Z)) ∼= M(Zl) for any smooth variety Z/l. Moreover, for any morphism
g : Spec(l′)→ Spec(l) of perfect field spectra we have (fg)∗ = g∗f∗.

2. If f is finite then there is a functor f∗ = f! : DMgm(l, R)→ DMgm(k,R)
such that f!(Ml(Z)) ∼= Mk(Z); here Z is a smooth projective l-variety that we

10



consider as a k-scheme in the right hand side. Moreover, for any finite morphism
g : Spec(l′)→ Spec(l) we have (fg)! = f!g!.

3. Moreover, in this case the functors f∗ and f! are both left and right
adjoint to each other, and the projection formula f!(X ⊗ f∗(Y )) ' f!(X) ⊗ Y
holds.

In particular f!f∗(Y ) = M(Spec(l))⊗ Y .
III. The functors f∗ and f! are weight-exact.

Proof. Assertion I.1 originates from [Voe00]; cf. [BeV08] for the general case.
The existence of wChow is given by Proposition 2.3.2 of [BoI15]; see also Theorem
2.2.1 of [Bon11]. I.3 is given by Proposition 2.1.3. of [Voe00].

Assertion II easily follows from Theorem 3.1 and Corollary 3.2(2) of [CiD15].
Assertion III is given by Theorem 2.2.1(2) of [BoI15].

2.2 Some motivic notation
We fix some perfect field k (and suppose that is exponential characteristic is
invertible in R). We will write ks for the separable closure of k.

We choose a prime number p. k is said to be p-special if every finite extension
l/k is a p-extension.

We recall that for any field k and prime p there exists an extension kp/k
such that kp is p-special and every finite subextension kp of l/k has degree [l : k]
coprime to p. This fact easily follows from infinite Galois theory and is given
for example by Proposition 101.16. of [EKM].

Definition 2.2.1. Let S ⊂ SmProj(k) be a set of smooth projective schemes
over field k. We write D〈S〉M(k,R) for the thick triangulated subcategory of
DMgm(k,R) generated by S.

In this section we will deal with the following situation. For every algebraic
extension l/k we are given a set Sl ∈ SmProj(l). We will assume it is "func-
torial" in the following sense: for any morphism f : Spec(l′)→ Spec(l) we have
f∗(D〈Sl〉M(l, R)) ⊂ D〈Sl′〉M(l′, R). Moreover, if f is finite then we assume
f!(D〈Sl′〉M(l′, R)) ⊂ D〈Sl〉M(l, R). We write D〈S〉M(l, R) for D〈Sl〉M(l, R).
Note that the Chow weight structure on DMgm(k,R) restricts to D〈S〉M(k,R)
by Lemma 1.2.4. A special case of a family of categories of this sort is Artin mo-
tives; we will discuss it in Section 2.4 below. More generally, one may take the
subcategory generated by motives of (smooth projective) varieties of dimension
at most d (for some d ≥ 0).

For any extension l/k we will write fl : Spec(l) → Spec(k) for the corre-
sponding morphism of spectra and Cl for the thick triangulated category of
D〈S〉M(l, R) generated by M ⊗ Spec(l′) for M ∈ D〈S〉M(l, R)w=0 and l′/l fi-
nite. Denote by Fl the localization functor D〈S〉M(l, R)→ D〈S〉M(l, R)/Cl =
D〈S〉M ′(l, R), and let Φl = Fl ◦ f∗l . We will prove that the family {Φl} is
weight-conservative (see Theorem 2.3.5 and Theorem 2.4.4).

We will also consider a "relative" version of the functors Φl. For any exten-
sion K/k and its subextension l/k define CKl to be the thick triangulated sub-
category of D〈S〉M(l, R) generated by M ⊗ Spec(l′) for M ∈ D〈S〉M(l, R)w=0

and l′/l being a finite subextension of K/l. The Chow weight structure restricts
to CKl by Lemma 1.2.4. Let FKl be the localization functor D〈S〉M(l, R) →
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D〈S〉M(l, R)/CKl = D〈S〉M ′K(l, R). It is weight-exact with respect to the cor-
responding weight structure by Proposition 1.4.1. Denote ΦKl = FKl ◦ f∗l . We
will prove that for any K the family {ΦKl } is conservative (see Theorem 2.3.5).

Note that Fl = F k
s

l and Φl = Φk
s

l . Also, ΦKK = f∗K . ΦKl is weight-exact as
composition of weight-exact functors. We recall that the functors FKl and f∗l
are monoidal; hence all ΦKl also are.

2.3 Motivic "weight detection" statements
Theorem 2.3.1. Let fs : Spec(ls) → Spec(k) be a family of finite separable
extensions. Let C be the thick triangulated subcategory of DMgm(k,R) gen-
erated by M ⊗ Spec(ls) for all M ∈ D〈S〉M(k,R)w=0 and all s; consider the
localization functor F : D〈S〉M(k,R) → D〈S〉M(k,R)/C. Then the family
{f∗s } ∪ {F} is weight-conservative.

Proof. Recall that the Chow weight structure restricts to C by Lemma 1.2.4.
Hence the functor F is weight-exact with respect to the corresponding weight
structures according to Proposition 1.4.1. We have adjunctions f!s ` f∗s and
f∗s ` f!s. Note that the functors f∗s and fs! are weight-exact. The composition
fs!f

∗
s (M) equals M ⊗M(Spec(ls)). Thus the statement follows from Theorem

1.4.6.

Corollary 2.3.2. Let fs : Spec(ls) → Spec(k) be a family of finite separable
extensions. Assume that the greatest common divisor of degrees ds = [ls : k] is
invertible in R. Then the family {f∗s } is weight-conservative.

Proof. Consider the transpose fTs of fs given by the graph Γfs ⊂ Spec(ls) ×
Spec(k) ' Spec(k) × Spec(ls). The composite fsfTs equals ds id. The greatest
common divisor of these degrees is invertible in R; hence there exist s1, ..., sn
and a1, ..., an such that t =

n∑
i=1

aidsi is invertible in R. Let

h =

n∑
i=1

aif
T
si : M(Spec(k))→ ⊕ni=1M(Spec(lsi)).

The composite tni=1fsi ◦h equals
n∑
i=1

aifsif
T
si = t id. Thus the motifM(Spec(k))

is a retract of ⊕ni=1M(Spec(lsi)). Next, M = M ⊗M(Spec(k)) is a retract of
M ⊗ ⊕ni=1M(Spec(lsi)) = ⊕ni=1fs!f

∗
s (M). Hence our statement follows from

Corollary 1.4.7.

Let us recall some "continuity" properties of Chow weight structure (cf. §4.3
of [CiD19]).

Lemma 2.3.3. Let f : Spec(K) → Spec(k) be a separable extension of k,
and assume that K = lim−→ ks, that is, the direct limit of some subextensions.
Then for any N ∈ DM(k,R) we have f∗(N) ∈ DM(K,R)w>0 (f∗(N) ∈
DM(K,R)w60) if and only if for some s and g : Spec(ks) → Spec(k) we have
g∗(N) ∈ DM(l, R)w>0 (g∗(N) ∈ DM(l, R)w60).

Proof. The proof is similar to that of [Bon15, Theorem 2.3.1(V.4)]; cf. also
Lemma 2.2.4 of [BoI15].
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Now we can prove an "infinite" version of Theorem 2.3.1.

Theorem 2.3.4. Let g : Spec(K) → Spec(k) be a separable extension. For
every finite non-trivial separable subextension l/k of K/k let Dl be the thick
triangulated subcategory of D〈S〉M(k,R) generated by M ⊗ Spec(l) for M ∈
D〈S〉M(k,R)w=0. Consider the localization functor Gl : D〈S〉M(k,R) →
D〈S〉M(k,R)/Dl. Then the family {Gl} ∪ {g∗} is weight-conservative.

Proof. Let us prove that this family is right weight-conservative. It will be left
weight-conservative for the categorically dual reason.

Let N ∈ D〈S〉M(k,R). Since g∗(N) ∈ D〈S〉M(K,R)w>0, by Lemma
2.3.3 for some finite subextension f : Spec(l) → Spec(k) we have f∗(N) ∈
D〈S〉M(l, R)w>0. By Theorem 1.4.6 the family {Gl, f∗} is right weight-conservative.
Hence N ∈ D〈S〉M(k,R)w>0.

Next we will prove that the functors Φl from Section 2.2 form a weight-
conservative family. They are monoidal and their codomains are understandable
is some cases (see Corollary 2.4.2 below). Hence they can be used for calculating
Picard groups (see [Bac16]).

Theorem 2.3.5. The family {ΦKl }K/l/k is weight-conservative, where l runs
through subextensions ofK/k. In particular the family {Φl} is weight-conservative
if l runs through all separable extensions l/k.

Proof. Let us prove that this family is right weight-conservative. It will be left
weight-conservative for essentially the same reason.

Suppose that for someX ∈ D〈S〉M(k,R) we have ΦKl (X) ∈ D〈S〉M ′K(l, R)w>0

for any subextension K/l/k but X /∈ D〈S〉M(k,R)w>0.
Let P be a set of subextensions K/l/k such that f∗l (X) /∈ D〈S〉M(l, R)w>0.

Note that k ∈ P , and therefore P is non-empty. This set is partially ordered
by inclusion. Let T ⊂ P be a chain. We set F = lim−→T

l = ∪l∈T l. By Lemma
2.3.3 we have f∗F (X) /∈ D〈S〉M(F,R)w>0; thus F ∈ P is an upper bound for T .
Hence by Zorn’s lemma P contains a maximal element l.

Since l is maximal, for every subextension gl′ : Spec(l′) → Spec(l) of
K we have g∗l′(f

∗
l (X)) = f∗l′(X) ∈ D〈S〉M(l′, R)w>0. By our assumptions,

FKl (f∗l (X)) = ΦKl (X) ∈ D〈S〉M ′K(l, R)w>0. The family {gl′}∪{FKl } is weight-
conservative by Theorem 2.3.1; thus f∗l (X) ∈ D〈S〉M(l, R)w>0 and we obtain
a contradiction.

Remark 2.3.6. By Corollary 2.3.2, the functor ΦKl is zero if the extension K/l
contains a finite subextension whose degree invertible in R. In the general
case we can compute the hearts of the corresponding localizations by means of
Lemma 1.1.3 since the functors −⊗M(Spec(l)) are self-adjoint.

Corollary 2.3.7. Suppose R if of prime characteristic p, fkp : Spec(kp) →
Spec(k) is the structure morphisms. Then the functor f∗kp is weight-conservative.

Proof. Let l/k be a subextension of kp/k. Suppose l 6= kp. Then there exists
ξ ∈ kp \ l. Let Q(t) = tn + tn−1βn−1 + · · ·+β0 ∈ l[t] be the minimal polynomial
of ξ over l. Denote k1 = k[β0, . . . , βn−1] and k2 = k1[ξ].

k1 is a subfield of l and Q ∈ k1[t]; thus Q is a minimal polynomial of ξ over
k1. Hence [l[ξ] : l] = n = [k2 : k1]. Since kp is p-special, the degree [k2 : k] is
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coprime to p. Next, [k2 : k] = [k2 : k1][k1 : k] = [l[ξ] : l][k1 : k]; thus [l[ξ] : l] is
coprime to p as well. Hence by Remark 2.3.6 the functor Φ

kp
l is zero. Thus the

only non-zero functor in the family {Φkpl } is the functor Φ
kp
kp

= f∗kp . Thus f
∗
kp

is
weight-conservative indeed.

Recall also that our weight-conservative functors can be combined with the
corresponding weight complex functors.

Corollary 2.3.8. The family of functors

Φ̃l = tst ◦ Φl : D〈S〉M(k,R)→ Kb(D〈S〉M ′(l, R)w=0)

is weight-conservative.

Proof. The functor tst is weight-conservative Proposition 1.5.1(2); hence the
assertion follows from Theorem 2.3.4 immediately.

2.4 The case of Artin motives
The category of mixed Artin motivesDMA(k,R) is defined as the thick triangu-
lated subcategory of DMgm(k,R) generated by the motives of zero-dimensional
smooth k-schemes. The retraction-closure of the full subcategory of DMA(k,R)
containing the objects M(X) for smooth zero dimensional X/k is equivalent to
the category of Artin motives MA(k,R) (cf. §3.5 of [Voe00]), and the heart of
the Chow weight structure on DMA(k,R) equals MA(k,R).

In the notation of section 2.2, DMA(k,R) equals D〈S〉M(k,R), where Sl is
the set of all zero-dimensional smooth schemes over l. Hence all the statements
of previous subsection can be applied to this setting. Denote DMA′(k,R) =
D〈S〉M ′(k,R) andMA′(k,R) = D〈S〉M ′(k,R)w=0. We also writeDMA′K(k,R)
for D〈S〉M ′K(k,R).

In this particular case it is possible to compute the codomains of the functors
Φl very explicitly (see Corollary 2.4.3 below). More generally, one can compute
explicitly the quotient categories of the form MA(k,R)

MA(k,R)⊗M(Spec(l) . The specifics
of this answer allows to improve Theorem 2.3.5 in this case (see Theorem 2.4.4
below).

Proposition 2.4.1. Let l1/k, l2/k, l/k be finite extensions (note that they are
separable). Consider the decompositions l1 ⊗ l2 = ⊕iFi and Fi ⊗ l = ⊕sFis.
Then

MA(k,R)

MA(k,R)⊗M(Spec(l)
(M(Spec(l1)), M(Spec(l2))) = ⊕i

R∑
s[Fis : Fi]R

.

Proof. First consider the case l2 = k. In this situation we have Fi = l1. Let
B = MA(k,R), F : B → B, be the functor F : X 7→ X ⊗ Spec(l). We apply
Corollary 1.1.4 for X = M(Spec(l1)), Y = M(Spec(l2)) = M(Spec(k)).

The module B(X,F 2Y ) is generated by the classes [L] of the components of
Spec(l1)×Spec(l)×2; hence εYB(X,F 2Y ) is generated by εY ◦[L]. The morphism
εY given by the diagonal ∆ ⊂ Spec(l)×2. Hence εY ◦ [L] is the pushforward of
Spec(L)∩Spec(l1)×∆ ∈ Chow(Spec(l1)×Spec(l)×2) under the projection pr1 :
Spec(l1) × Spec(l)×2 → Spec(l1) by the definition of the category Chow(k,R)
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(see [Ful84], Chapter 16). Thus for an element u ∈ Chow(Spec(l1)× Spec(l)×2)
given by Spec(L) ∩ Spec(l1) × ∆ we have εY ◦ [L] = pr1∗(u). Since Spec(L)
is an irreducible component we have either u = 0 or u = [L]. If u = 0 then
εY ◦ [L] = 0.

Otherwise Spec(L) should be in the image of diagonal embedding δ : Spec(l1)×
Spec(l) → Spec(l1) × Spec(l)×2; thus u = δ∗([Fis]) for some Fis. Hence
εY ◦ [L] = pr1∗(u) = (pr1 ◦ δ)∗([Fis]) = [Fi][Fis : Fi] = [l][Fis : l] since
pr1 ◦ δ : Spec(l1)× Spec(l)→ Spec(l1) is just the projection map.

In the general case we recall that the functor ⊗M(Spec(l2)) is self-adjoint;
thus

B

FB
(M(Spec(l1)), M(Spec(l2))) =

B

FB
(M(Spec(l1 ⊗ l2)),M(Spec(k))).

Next,

B

FB
(M(Spec(l1 ⊗ l2)),M(Spec(k))) = ⊕ B

FB
(M(Spec(Fi)),M(Spec(k))).

Hence our statement in this case follows from that in the previous one.

Corollary 2.4.2. Suppose R is of prime characteristic p and k is p-special.
Then for any two extensions l1/k, l2/k we have

MA′(k,R)(M(Spec(l1)),M(Spec(l2))) =

{
R if l1 = l2 = k

0 otherwise

In particular if R is a field thenMA′(k,R) is equivalent to the category of finite
dimensional R-vector spaces.

Proof. If for some i we have li 6= k then Spec(li) becomes zero in MA′(k,R);
thus MA′(k,R)(M(Spec(l1)),M(Spec(l2))) = 0.

If l1 = l2 = k then by Proposition 2.4.1 we have

MA′(k,R)(M(Spec(l1)),M(Spec(l2))) =
R∑

l/k

[l : k]R
= R.

Corollary 2.4.3. Suppose R is a field of characteristic p and k is p-special.
Then DMA′(k,R) ' Kb(R). Here Kb(R) is a category of bounded complexes
of finite-dimensional R-vector spaces.

Proof. It is easily seen that Proposition 3.4.1 in [Voe00] yields that the weight
complex functor tst : DMA′(k,R) → Kb(MA′(k,R)) is an equivalence. Next,
the category MA′(k,R) is equivalent to the category of finite-dimensional R-
vector spaces by the previous corollary.

Now we establish an improvement of Theorem 2.3.5.

Theorem 2.4.4. Suppose k is p-special and R is of characteristic p.
Then the family {Φl} is weight-conservative, where l runs through all finite

extensions l/k.
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Proof. We will prove that this family is right weight-conservative. It will be left
weight-conservative for essentially the same reason.

LetM be an object ofDMA(k,R). It belongs to the subcategory ofDMA(k,R)
generated by finitely many motives of spectra M(Spec(k1)), ...,M(Spec(kn)).
Let K be the normalization of the compositum of k1, ..., kn. Note that K/k is
finite and for any finite set of subfields Fs ⊂ K we have ⊗sFs ⊂ ⊗sK = Km2

since the extension K/k is Galois. Hence any component of ⊗sFs is a subfield of
K. For a separable extension l/k denote by Dl the subcategory of DMA(l, R)
generated by M(Spec(ki)l) and let D′l,K = FKl (Dl) and D′l = Fl(Dl). The
Chow weight structure on DMA(k,R) restricts to Dl by Lemma 1.2.4. The
obvious localization functor Gl,K : D′l,K → D′l is weight-exact with respect to
the corresponding weight structures by Proposition 1.4.1.

Now recall that this functor is the identity on objects. We will prove that it
is bijective on morphisms. Since Dl is generated by M(Spec(ki)l), it suffices to
show that the homomorphism

g : DMA′K(M(Spec(ki)l),M(Spec(kj)l))→ DMA′(M(Spec(ki)l),M(Spec(kj)l))

induced byGl,K is bijective. Consider the decompositions Spec(ki)l = tt Spec(kit)
and Spec(kj)l = ts Spec(kjs). Then g is the direct sum of the homomorphisms

gs,t : DMA′K(M(Spec(kit)),M(Spec(kjs)))→ DMA′(M(Spec(kit)),M(Spec(kjs))).

We will prove that it is bijective. Consider the decomposition kit⊗l kjs = ⊕Fr.
Note that Spec(kit) is a component of Spec(ki)l; thus kit ⊂ ki ⊗k l. Similarly,
kjs ⊂ kj ⊗k l. Hence for any r we have Fr ⊂ kit ⊗l kjs ⊂ kj ⊗k l ⊗l ki ⊗k l =
kj ⊗k l ⊗k ki. Thus Fr embeds into K. By Proposition 2.4.1, gs,t is a direct
sum of projections of the form gs,tr : R/I → R/J . Here R/I and R/J are the
modules coming from the component Spec(Fr) ⊂ Spec(kit)× Spec(kjs).

Let us now describe ideals I and J explicitly. For every extension l′/l con-
sider the decomposition Fr⊗ l′ = ⊕Frn. Denote by Il′ the ideal

∑
n[Frn : Fr]R.

By Proposition 2.4.1 we have I =
∑
Il′ , where l′ runs through all subextensions

of K/k and J =
∑
Il′ , where l′ runs through all separable extensions of k.

Next let l′ be an extension of l that does not embed into K. For any n the
field Frn an extension of l′; thus Frn does not embed into K as well. Hence
Fr 6= Frn and the degree [Frn : Fr] is divisible by p since k is p-special. Thus
[Frn : Fr]R = 0 and Il′ = 0. Hence I = J and gs,tr is bijective; thus Gl,K is
fully faithful indeed. Hence Gl,K is an isomorphism of categories. In particular,
Gl,K is weight-conservative.

Now suppose Φl(M) ∈ DMA′(k,R)w>0 for every finite l/k. Since K/k is
finite, for every subextension l/k of K/k we have Φl(M) ∈ DMA′(k,R)w>0.
Next Φl(M) = Gl,K(ΦKl (M)). Since Gl,K is weight-conservative, we have
ΦKl (M) ∈ DMA′K(k,R)w>0. ThusM ∈ DMA(k,R)w>0 by Theorem 2.3.5.

Suppose k is p-special. A certain weight-conservative family ΦlBac : DMA(k,Z/p)→
D(Z/p) for l running through finite (separable) extensions was defined in [Bac16]
(Section 5.2.3). Let us establish a connection between {Φl} and {ΦlBac}.

2Comparing the dimensions (over k) of left and right hand sides we obtain m = [K : k]q−1,
where q is the number of multipliers in ⊗sK
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Proposition 2.4.5. Let F : Kb(Z/p) → Db(Z/p) be the obvious equivalence,
and tl : DMA′(l,Z/p) → Kb(Z/p) be the equivalence from Corollary 2.4.3.
Then ΦlBac

∼= F ◦ tl ◦ Φl.

Proof. Recall that ΦkBac(M(Spec(l))) = 0 if k 6= l and ΦkBac(M(Spec(k))) =
Z/p[0]. ΦlBac defined as the composite with base change DMA(k,Z/p) →
DMA(l,Z/p)→ D(Z/p).

Since Φl and ΦlBac defined as the corresponding composites with base change
functors, it sufficient to verify that ΦkBac = F ◦tk◦Φk. For every extension l/k we
have ΦkBac(M(Spec(l))) = 0. Therefore for any element X ∈ DMA(k,Z/p)w=0

we have ΦkBac(X ⊗M(Spec(l))) = 0. Thus by the universal property of local-
izations (we recall that Φk is the Verdier quotient functor) there exists an exact
functor T : DMA′(k,Z/p) → D(Z/p) such that ΦkBac = T ◦ Φk. We should
prove that T = F ◦ tk.

The equivalence DMA′(k,R) ' Kb(Z/p) implies that DMA′(k,R) gener-
ated by Spec(k)[j] as additive category andDMA′(k,R)(Spec(k)[i],Spec(k)[j]) =
0 if i 6= j. Therefore it suffices to verify that T (M(Spec(k))) = F (tk(M(Spec(k))))
(since both functors are exact) and that T (φ) = F (tk(φ)) for any φ ∈ DMA′(k,R)(Spec(k)[i],Spec(k)[j]).

Now, we have T (M(Spec(k))) = T◦Φk(M(Spec(k))) = ΦkBac(M(Spec(k))) =
Z/p[0]. Next it’s easily seen that tk(M(Spec(k))) = Z/p[0] and therefore
F (tk(M(Spec(k)))) = F (Z/p[0]) = Z/p[0] = T (M(Spec(k))).

Next let φ ∈ DMA′(k,R)(Spec(k)[i],Spec(k)[j]). If i 6= j then φ = 0 and
T (φ) = 0 = F (tk(φ)). If i = j then φ = a id sinceDMA′(k,R)(Spec(k)[i],Spec(k)[j]) =
Z/p. Therefore T (φ) = a id = F (tk(φ)).
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