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Abstract

We study approximation properties of sequences of centered random elements $X_d$, $d \in \mathbb{N}$, with values in separable Hilbert spaces. We focus on sequences of tensor product-type random elements, which have covariance operators of corresponding tensor product form. The average case approximation complexity $n^{X_d}(\varepsilon)$ is defined as the minimal number of evaluations of arbitrary linear functionals that is needed to approximate $X_d$ with relative 2-average error not exceeding a given threshold $\varepsilon \in (0, 1)$. The growth of $n^{X_d}(\varepsilon)$ as a function of $\varepsilon^{-1}$ and $d$ determines whether a sequence of corresponding approximation problems for $X_d$, $d \in \mathbb{N}$, is tractable or not. Different types of tractability were studied in the paper by M. A. Lifshits, A. Papageorgiou and H. Woźniakowski (J. Complexity, 2012), where for each type the necessary and sufficient conditions were found in terms of the eigenvalues of the marginal covariance operators. We revise the criterion of quasi-polynomial tractability and provide a simplified version. We illustrate our result by applying it to random elements corresponding to tensor products of squared exponential kernels. We also extend a recent result of G. Xu (2014) concerning weighted Korobov kernels.
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1. Introduction

Let \( X_d, d \in \mathbb{N} \), be a sequence of random elements of some normed spaces \((Q_d, \| \cdot \|_{Q_d})\), \( d \in \mathbb{N} \), respectively, where every \( Q_d \) is a space of functions of \( d \) variables. How do approximation properties of \( X_d \) depend on \( d \)? More formally, we consider the following linear tensor product approximation problems in the average case setting (approximation problems for short, see [9]–[11] and [13]). Suppose that \( Q_d = \otimes_{j=1}^{d} Q_{1,j} \) in an appropriate sense, where \( Q_{1,j}, j \in \mathbb{N} \), are some normed spaces. Suppose that every \( Q_d \)-valued random element \( X_d \) is centered and has the covariance operator \( K^{X_d} \) of the appropriate tensor product form \( K^{X_d} = \otimes_{j=1}^{d} K^{X_{1,j}}, d \in \mathbb{N} \), where \( K^{X_{1,j}} \) is the covariance operator of a given \( Q_{1,j} \)-valued centered random element \( X_{1,j}, j \in \mathbb{N} \). Such \( X_d \) is called the tensor product of \( X_{1,1}, \ldots, X_{1,d} \). We approximate every \( X_d \) by the finite rank sums \( \tilde{X}_d^{(n)} = \sum_{k=1}^{n} l_k(X_d) \psi_k \), where \( \psi_k \) are deterministic elements of \( Q_d \) and \( l_k \) are continuous linear functionals from the dual space \( Q_d^\ast \). We consider the average case approximation complexity \( n^{X_d}(\varepsilon) \) as a characteristic of the approximation of the random element \( X_d \). It is defined as the minimal suitable value of \( n \) needed to make the relative average approximation error \( (E \| X_d - \tilde{X}_d^{(n)} \|_{Q_d}^2/E \| X_d \|_{Q_d}^2)^{1/2} \) smaller than a given error threshold \( \varepsilon \) by choosing optimal \( \psi_k \) and \( l_k \) (see [14]).

It is important to study tractability of the described multivariate approximation problems. Namely, the approximation complexity \( n^{X_d}(\varepsilon) \) is considered as a function of two variables \( \varepsilon \in (0,1) \) and \( d \in \mathbb{N} \). A sequence of approximation problems for \( X_d, d \in \mathbb{N} \) is called weakly tractable if \( n^{X_d}(\varepsilon) \) is not exponential in \( d \) or/and \( \varepsilon^{-1} \). Otherwise, the sequence of the problems is intractable. Special subclasses of weakly tractable problems are distinguished depending on the types of majorants for the quantity \( n^{X_d}(\varepsilon) \) for all \( d \in \mathbb{N} \) and \( \varepsilon \in (0,1) \). For example, the sequence of approximation problems for \( X_d, d \in \mathbb{N} \), is called polynomially tractable if the majorant of \( n^{X_d}(\varepsilon) \) is of order \( \varepsilon^{-s}d^p \) with some non-negative constants \( s \) and \( p \). In the case \( p = 0 \) the sequence of the problems is called strongly polynomially tractable. Quasipolynomial tractability, which was introduced in [2], means that a majorant of \( n^{X_d}(\varepsilon) \) is of order \( \exp\{s(1+|\ln \varepsilon|)(1+\ln d)\} \) with some constant \( s \geq 0 \). In the recent paper [5] these types of tractability of the described approximation problems were investigated for separable Hilbert spaces \( Q_{1,j}, j \in \mathbb{N} \). For each tractability type the necessary and sufficient conditions were found in terms of eigenvalues of the marginal covariance operators \( K^{X_{1,j}}, j \in \mathbb{N} \) (the asymptotic setting “\( \varepsilon \) is fixed, \( d \to \infty \)” was considered in [4], [7], and [8]).
However it is seems that criterion of quasi-polynomial tractability from [5] was formulated in unfinished form. It is hardly applicable to concrete examples of \((X_d)_{d \in \mathbb{N}}\), because it usually requires a lot of additional calculations. The aim of this paper is to provide a simplified criterion of quasi-polynomial tractability, which will be more convenient for applications.

The paper is organized as follows. In Section 2 we provide necessary definitions and facts concerning linear tensor product approximation problems defined over Hilbert spaces. In Section 3 we obtain a new criterion of quasi-polynomial tractability for these problems. In Section 4 for illustration we apply this criterion to a well known example. Namely, we consider random elements corresponding to tensor products of weighted Korobov kernels with varying positive weight parameters \(g_j \leq 1\) and smoothness parameters \(r_j > 1/2\), \(j \in \mathbb{N}\). We show that assumptions on the monotonicity of the sequences \((g_j)_{j \in \mathbb{N}}\) and \((r_j)_{j \in \mathbb{N}}\) can be omitted. Thus we extend the corresponding results from [5] and [16]. We also apply our criterion to random elements corresponding to tensor products of squared exponential kernels with varying length scales.

Throughout the article, we use the following notation. We write \(a_n \asymp b_n\) whenever there are positive constants \(c_1\) and \(c_2\) such that \(c_1 b_n \leq a_n \leq c_2 b_n\) for all \(n\). We denote by \(\mathbb{N}\) and \(\mathbb{R}\) the sets of positive integers and real numbers, respectively. We set \(\ln_+ x := \max\{1, \ln x\}\) for all \(x > 0\). The quantity \(1(A)\) equals one for the true logic propositions \(A\) and zero for the false ones. We always use \(\|\cdot\|_B\) for the norm, which some space \(B\) is equipped with.

### 2. Linear tensor product approximation problems

Suppose that we have a sequence of zero-mean random elements \(X_{1,j}, j \in \mathbb{N}\), of separable Hilbert spaces \(H_{1,j}, j \in \mathbb{N}\), respectively. We always assume that every \(X_{1,j}\) satisfies \(E\|X_{1,j}\|_{H_{1,j}}^2 < \infty\), i.e., the covariance operator of \(X_{1,j}\), denoted by \(K^{X_{1,j}}\), has finite trace. Consider the sequence \(X_d, d \in \mathbb{N}\), of increasing tensor products of random elements \(X_{1,j}, j \in \mathbb{N}\). Namely, every \(X_d\) is a zero-mean random element of the Hilbertian tensor product \(H_d := \bigotimes_{j=1}^d H_{1,j}\), with the covariance operator \(K^{X_d} := \bigotimes_{j=1}^d K^{X_{1,j}}, d \in \mathbb{N}\). Following [3] and [8], for a random element \(X_d\) of such type we use the notation \(X_d = \bigotimes_{j=1}^d X_{1,j}\) for short.

We will investigate the average case approximation complexity (simply the approximation complexity for short) of \(X_d, d \in \mathbb{N}\):

\[
n^{X_d}(\varepsilon) := \min\{n \in \mathbb{N} : e^{X_d}(n) \leq \varepsilon e^{X_d}(0)\},
\]  

(1)
where \( \varepsilon \in (0, 1) \) is a given error threshold, and

\[
e^{X_d}(n) := \inf \left\{ (E \|X_d - \tilde{X}_d^{(n)}\|_{H_d}^2)^{1/2} : \tilde{X}_d^{(n)} \in \mathcal{A}_n^{X_d} \right\}
\]

is the smallest 2-average error among all linear approximations of \( X_d, d \in \mathbb{N} \), having rank \( n \in \mathbb{N} \). The corresponding classes of linear algorithms are denoted by

\[
\mathcal{A}_n^{X_d} := \left\{ \sum_{m=1}^{n} l_m(X_d) \psi_m : \psi_m \in H_d, l_m \in H_d^* \right\}, \quad d \in \mathbb{N}, \quad n \in \mathbb{N}.
\]

We always work with relative errors, thus taking into account the following “size” of \( X_d \):

\[
e^{X_d}(0) := (E \|X_d\|_{H_d}^2)^{1/2} < \infty,
\]

which is the error of approximating \( X_d \) by the zero element of \( H_d \).

The approximation complexity \( n^{X_d}(\varepsilon) \) is considered as a function depending on two variables \( d \in \mathbb{N} \) and \( \varepsilon \in (0, 1) \). According to [9], a sequence of approximation problems for \( X_d, d \in \mathbb{N} \), is called

- **weakly tractable** if

  \[
  \lim_{d+\varepsilon^{-1} \to \infty} \frac{\ln n^{X_d}(\varepsilon)}{d + \varepsilon^{-1}} = 0; \quad (2)
  \]

- **quasi-polynomially tractable** if there are numbers \( C > 0 \) and \( s \geq 0 \) such that

  \[
  n^{X_d}(\varepsilon) \leq C \exp \{ s(1 + \ln \varepsilon^{-1})(1 + \ln d) \} \quad \text{for all} \quad d \in \mathbb{N}, \quad \varepsilon \in (0, 1); \quad (3)
  \]

- **polynomially tractable** if there are numbers \( C > 0, s \geq 0, \) and \( p \geq 0 \) such that

  \[
  n^{X_d}(\varepsilon) \leq C \varepsilon^{-s} d^p \quad \text{for all} \quad d \in \mathbb{N}, \quad \varepsilon \in (0, 1); \quad (4)
  \]

- **strongly polynomially tractable** if there are numbers \( C > 0 \) and \( s \geq 0 \) such that

  \[
  n^{X_d}(\varepsilon) \leq C \varepsilon^{-s} \quad \text{for all} \quad d \in \mathbb{N}, \quad \varepsilon \in (0, 1). \quad (5)
  \]
If the sequence of approximation problems is not weakly tractable, then it is called intractable.

Let \((\lambda_k^{X_d})_{k \in \mathbb{N}}\) and \((\psi_k^{X_d})_{k \in \mathbb{N}}\) denote the non-increasing sequence of eigenvalues and the corresponding sequence of eigenvectors of \(K^{X_d}\), respectively, i.e. \(K^{X_d}\psi_k^{X_d} = \lambda_k^{X_d}\psi_k^{X_d}, \ k \in \mathbb{N}\). If \(X_d\) is a random element of a \(p\)-dimensional space, then we formally set \(\lambda_k^{X_d} := 0\), and \(\psi_k^{X_d} := 0\) for \(k > p\). Let \(\Lambda^{X_d}\) denote the trace of \(K^{X_d}\), i.e.

\[
\Lambda^{X_d} := \sum_{k=1}^{\infty} \lambda_k^{X_d} = E\|X_d\|_{H_d}^2 = e^{X_d}(0)^2 < \infty, \quad d \in \mathbb{N}.
\] (6)

It is well known (see [15]) that for any \(n \in \mathbb{N}\) the following random element

\[
\tilde{X}_d^{(n)} := \sum_{k=1}^{n} (X_d, \psi_k^{X_d})_{H_d} \psi_k^{X_d} \in \mathcal{A}_n^{X_d}
\] (7)

minimizes the 2-average case error. Hence formula (1) is reduced to

\[
n^{X_d}(\varepsilon) = \min\left\{n \in \mathbb{N} : E\left\|X_d - \tilde{X}_d^{(n)}\right\|_{H_d}^2 \leq \varepsilon^2 E\|X_d\|_{H_d}^2\right\}, \quad d \in \mathbb{N}, \ \varepsilon \in (0, 1).
\]

On account of (6), (7), and \(E (X_d, \psi_k^{X_d})_{H_d}^2 = \lambda_k^{X_d}, \ k \in \mathbb{N}\), we infer the following representation of the approximation complexity:

\[
n^{X_d}(\varepsilon) = \min\left\{n \in \mathbb{N} : \sum_{k=n+1}^{\infty} \lambda_k^{X_d} \leq \varepsilon^2 \Lambda^{X_d}\right\}, \quad d \in \mathbb{N}, \ \varepsilon \in (0, 1).
\]

Due to the tensor structure of \(K^{X_d} := \otimes_{j=1}^{d} K^{X_{1,j}}, (\lambda_k^{X_{1,j}})_{k \in \mathbb{N}}\) is the ordered sequence of the following products

\[
\prod_{j=1}^{d} \lambda_{k_j}^{X_{1,j}}, \quad k_1, k_2, \ldots, k_d \in \mathbb{N},
\]

where every \((\lambda_k^{X_{1,j}})_{k \in \mathbb{N}}\) is the non-increasing sequence of eigenvalues of \(K^{X_{1,j}}, \ j \in \mathbb{N}\). Here if some \(X_{1,j}\) is a random element of a \(p\)-dimensional space, then we formally set \(\lambda_k^{X_{1,j}} = 0\) for \(k > p\). Of course, we always assume that \(\lambda_1^{X_{1,j}} > 0\) for all \(j \in \mathbb{N}\). Let \(\Lambda^{X_{1,j}}\) be the trace of \(K^{X_{1,j}}\), i.e.

\[
\Lambda^{X_{1,j}} := \sum_{k=1}^{\infty} \lambda_k^{X_{1,j}} = E\|X_{1,j}\|_{H_{1,j}}^2 < \infty, \quad j \in \mathbb{N}.
\]
Hence for every $\Lambda_{X^d}$, $d \in \mathbb{N}$, we have the formula

$$\Lambda_{X^d} = \sum_{k_1, k_2, \ldots, k_d \in \mathbb{N}}^{d} \prod_{j=1}^{d} \lambda_{k_j}^{X_{1,j}} = \prod_{j=1}^{d} \sum_{i=1}^{\infty} \lambda_{i}^{X_{1,j}} = \prod_{j=1}^{d} \Lambda_{X_{1,j}}, \quad d \in \mathbb{N}. \quad (8)$$

Thus the tractability for $X_d = \otimes_{j=1}^{d} X_{1,j}$, $d \in \mathbb{N}$, can be fully characterized by the sequences $(\lambda_{k}^{X_{1,j}})_{k \in \mathbb{N}}, \ j \in \mathbb{N}$. It was done for described tractability types (2)–(5) in the recent paper [5]. In the next section we focus only on one of those types.

3. Quasi-polynomial tractability

Here we study quasi-polynomial tractability of linear tensor product approximation problems, which were described in the previous section. From now on, we use the notation $\bar{\lambda}_{k}^{X_{1,j}} := \lambda_{k}^{X_{1,j}} / \Lambda_{X_{1,j}}, \ k \in \mathbb{N}, \ j \in \mathbb{N}$. Thus

$$\sum_{k=1}^{\infty} \bar{\lambda}_{k}^{X_{1,j}} = 1, \quad j \in \mathbb{N}. \quad (9)$$

In the next theorems we adopt the convention $|\ln 0| \cdot 0 = 0$.

We first recall the criterion of quasi-polynomial tractability that was obtained by M. A. Lifshits, A. Papageorgiou and H. Woźniakowski in the paper [5].

**Theorem 1.** The sequence of approximation problems for $X_d = \otimes_{j=1}^{d} X_{1,j}$, $d \in \mathbb{N}$, is quasi-polynomially tractable iff

$$\sup_{d \in \mathbb{N}} \prod_{j=1}^{d} \sum_{k=1}^{\infty} (\bar{\lambda}_{k}^{X_{1,j}})^{1-\gamma} \ln d < \infty \quad (10)$$

for some $\gamma \in (0, 1)$. If we have quasi-polynomially tractability then

$$\sup_{d \in \mathbb{N}} \frac{1}{\ln d} \sum_{j=1}^{d} \sum_{k=1}^{\infty} |\ln \bar{\lambda}_{k}^{X_{1,j}}| \bar{\lambda}_{k}^{X_{1,j}} < \infty. \quad (11)$$

This criterion was applied to tensor products of Euler and Wiener integrated processes (see [6]) and to the tensor product approximation problems with weighted Korobov kernels (see [5] and [16]). However, the practice shows
that the criterion is not convenient enough for applications to concrete examples of \((X_d)_{d \in \mathbb{N}}\), because the verification of (10) usually requires a lot of additional calculations. The next theorem states that (10) can be split into two simpler conditions of additive type, where one of them is close to (11).

**Theorem 2.** The sequence of approximation problems for \(X_d = \otimes_{j=1}^{d} X_{1,j}\), \(d \in \mathbb{N}\), is quasi-polynomially tractable iff the following two conditions are verified

\[
\sup_{d \in \mathbb{N}} \frac{1}{\ln + d} \sum_{j=1}^{d} \sum_{k=2}^{\infty} \left( 1 + |\ln \bar{\lambda}^{X_{1,j}} | \right) \bar{\lambda}^{X_{1,j}} < \infty, \quad (12)
\]

\[
\sup_{d \in \mathbb{N}} \sum_{j=1}^{d} \sum_{k=2}^{\infty} \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} \mathbb{I} \left( \bar{\lambda}^{X_{1,j}} < e^{-\tau \ln + d} \right) < \infty \quad (13)
\]

for some \(\gamma \in (0,1)\) and for some (or equivalently each) \(\tau > 0\).

**Proof.** **Sufficiency.** Suppose that we have (12) and (13) for some \(\gamma \in (0,1)\) and \(\tau > 0\). Without loss of generality we assume that \(\tau \geq 1\). Let us consider the products from the condition (10). Using (9), we infer the following representation

\[
\prod_{j=1}^{d} \sum_{k=1}^{\infty} \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} = \prod_{j=1}^{d} \left( 1 + \sum_{k=1}^{\infty} \left( \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} - \bar{\lambda}^{X_{1,j}} \right) \right). \quad (14)
\]

Next, applying elementary inequality \(1 + x < e^x, \ x \geq 0\), we obtain

\[
\prod_{j=1}^{d} \sum_{k=1}^{\infty} \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} \leq \exp \left\{ \sum_{j=1}^{d} \sum_{k=1}^{\infty} \left( \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} - \bar{\lambda}^{X_{1,j}} \right) \right\} \leq \exp \left\{ \sum_{j=1}^{d} S_{d,\gamma}^{X_{1,j}} (\tau) + \sum_{j=1}^{d} R_{d,\gamma}^{X_{1,j}} (\tau) \right\}, \quad (15)
\]

where we set

\[
S_{d,\gamma}^{X_{1,j}} (\tau) := \sum_{k=1}^{\infty} \left( \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} - \bar{\lambda}^{X_{1,j}} \right) \mathbb{I} \left( \bar{\lambda}^{X_{1,j}} \geq e^{-\tau \ln + d} \right),
\]

\[
R_{d,\gamma}^{X_{1,j}} (\tau) := \sum_{k=1}^{\infty} \left( \bar{\lambda}^{X_{1,j}} \right)^{1 - \frac{\gamma}{\ln + d}} \mathbb{I} \left( \bar{\lambda}^{X_{1,j}} < e^{-\tau \ln + d} \right). \quad (16)
\]
We first consider the sums $S_{d, \gamma}^{X_{1,j}}(\tau), \ d \in \mathbb{N}$. Let us find the constant $C_{\gamma, \tau}$ such that $e^{\gamma x} \leq 1 + C_{\gamma, \tau} x$ for any $x \in [0, \tau]$. Using this inequality we estimate

$$S_{d, \gamma}^{X_{1,j}}(\tau) = \sum_{k=1}^{\infty} \left( \exp \left\{ \gamma \left| \ln \lambda_k^{X_{1,j}} \right| \ln_d d \right\} - 1 \right) \lambda_k^{X_{1,j}} 1 \left( \lambda_k^{X_{1,j}} \geq e^{-\tau \ln_d d} \right) \leq \frac{C_{\gamma, \tau}}{\ln_d d} \sum_{k=1}^{\infty} |\ln \lambda_k^{X_{1,j}}| \lambda_k^{X_{1,j}}.$$

On account of the inequality $\ln(1 + x) \leq x, \ x \geq 0$, and (9), observe that

$$|\ln \lambda_1^{X_{1,j}}| \lambda_1^{X_{1,j}} = \ln \left( 1 + \frac{1 - \lambda_1^{X_{1,j}}}{\lambda_1^{X_{1,j}}} \right) \lambda_1^{X_{1,j}} \leq 1 - \lambda_1^{X_{1,j}} = \sum_{k=2}^{\infty} \lambda_k^{X_{1,j}}.$$

Therefore

$$S_{d, \gamma}^{X_{1,j}}(\tau) \leq \frac{C_{\gamma, \tau}}{\ln_d d} \sum_{k=2}^{\infty} (1 + |\ln \lambda_k^{X_{1,j}}|) \lambda_k^{X_{1,j}}.$$

Thus from above inequality and (12) we conclude that

$$\sup_{d \in \mathbb{N}} \sum_{j=1}^{d} S_{d, \gamma}^{X_{1,j}}(\tau) < \infty. \quad (17)$$

We next consider the sums $R_{d, \gamma}^{X_{1,j}}(\tau), \ d \in \mathbb{N}$:

$$R_{d, \gamma}^{X_{1,j}}(\tau) \leq d^{-\gamma} e^{\gamma \tau} + \sum_{k=2}^{\infty} (\lambda_k^{X_{1,j}})^{1 - \frac{\gamma}{\ln_d d}} 1 \left( \lambda_k^{X_{1,j}} < e^{-\tau \ln_d d} \right).$$

Since $\tau \geq 1$, it follows that

$$\sum_{j=1}^{d} R_{d, \gamma}^{X_{1,j}}(\tau) \leq e^{\gamma \tau} + \sum_{j=1}^{d} \sum_{k=2}^{\infty} (\lambda_k^{X_{1,j}})^{1 - \frac{\gamma}{\ln_d d}} 1 \left( \lambda_k^{X_{1,j}} < e^{-\tau \ln_d d} \right).$$

According to (13) we obtain

$$\sup_{d \in \mathbb{N}} \sum_{j=1}^{d} R_{d, \gamma}^{X_{1,j}}(\tau) < \infty. \quad (18)$$
Thus we conclude from (15), (17), and (18) that the condition (10) of Theorem 1 holds for given \( \gamma \). Hence we have quasi-polynomial tractability.

**Necessity.** Suppose that the sequence of approximation problems for \( X_d = \otimes_{j=1}^d X_{1,j} \), \( d \in \mathbb{N} \), is quasi-polynomially tractable.

We first show that (12) is satisfied. On the one hand, the quantity \( n_{X_d}(\varepsilon) \) satisfies (3) for some \( C > 0 \) and \( s \geq 0 \). On the other hand, from (1), (8), and \( \lambda_{X_{1,d}} = \prod_{j=1}^d \lambda_{X_{1,j}} \) we have the inequality

\[
n_{X_d}(\varepsilon) \geq (1 - \varepsilon^2) \frac{\Lambda_{X_d}}{\lambda_{X_d}} = (1 - \varepsilon^2) \prod_{j=1}^d \frac{1}{\lambda_{X_{1,j}}} \quad \text{for all} \quad d \in \mathbb{N}, \; \varepsilon \in (0, 1).
\]

Consequently,

\[
\ln(1 - \varepsilon^2) + \sum_{j=1}^d \left| \ln \lambda_{X_{1,j}} \right| \leq \ln C + s(1 + |\ln \varepsilon|)(1 + \ln d).
\]

Hence for all \( d \in \mathbb{N} \)

\[
\sup_{d \in \mathbb{N}} \frac{1}{\ln d} \sum_{j=1}^d \left| \ln \lambda_{X_{1,j}} \right| < \infty.
\]

Applying the elementary inequality \( \ln x \leq x - 1 \), \( x > 0 \), and (9), observe that

\[
\left| \ln \lambda_{X_{1,j}} \right| \geq 1 - \lambda_{X_{1,j}} = \sum_{k=2}^{\infty} \lambda_{X_{1,j}}^k, \quad j \in \mathbb{N}.
\]

Therefore

\[
\sup_{d \in \mathbb{N}} \frac{1}{\ln d} \sum_{j=1}^d \sum_{k=2}^{\infty} \lambda_{X_{1,j}}^k < \infty.
\]

On account of the necessary condition (11) from Theorem 1 we obtain (12).

We next prove (13) for some \( \gamma \in (0, 1) \) and for any \( \tau > 0 \). By Theorem 1, we have (10) for some \( \gamma = \gamma_s \in (0, 1) \). From the representation (14) we conclude

\[
\prod_{j=1}^d \sum_{k=1}^{\infty} \left( \frac{\lambda_{X_{1,j}}}{\ln d} \right)^{1-\gamma_s} \geq 1 + \sum_{j=1}^d \sum_{k=1}^{\infty} \left( \frac{\lambda_{X_{1,j}}}{\ln d} - \lambda_{X_{1,j}} \right).
\]
Thus we have
\[
\sup_{d \in \mathbb{N}} \sum_{j=1}^{d} \sum_{k=1}^{\infty} \left( (\bar{\lambda}_{k} X_{1,j})^{1-\frac{\gamma}{\ln d}} - \bar{\lambda}_{k} X_{1,j} \right) < \infty. \tag{19}
\]

Choose any \( \gamma \in (0, \gamma_{\ast}) \) and any \( \tau > 0 \). Consider the sum \( R_{d,\gamma}^{X_{1,j}}(\tau) \), which is defined by (16). It admits the following integral representation
\[
R_{d,\gamma}^{X_{1,j}}(\tau) = -\int_{\tau}^{\infty} e^{\gamma t} \, dR_{d,0}^{X_{1,j}}(t).
\]

Integrating by parts yields
\[
R_{d,\gamma}^{X_{1,j}}(\tau) = e^{\gamma \tau} R_{d,0}^{X_{1,j}}(\tau) - \lim_{t \to \infty} e^{\gamma t} R_{d,0}^{X_{1,j}}(t) + \gamma \int_{\tau}^{\infty} e^{\gamma x} R_{d,0}^{X_{1,j}}(x) \, dx. \tag{20}
\]

It is easy to prove that
\[
R_{d,0}^{X_{1,j}}(t) = \sum_{k=1}^{\infty} \bar{\lambda}_{k} X_{1,j} \mathbf{1}(\bar{\lambda}_{k} X_{1,j} < e^{-t \ln d}) \leq \frac{1}{e^{\gamma \tau} - 1} \sum_{k=1}^{\infty} \left( (\bar{\lambda}_{k} X_{1,j})^{1-\frac{\gamma}{\ln d}} - \bar{\lambda}_{k} X_{1,j} \right).
\]

From this inequality we conclude that the limit in the previous expression in (20) exists and equals zero. Applying this inequality to other terms of (20) we get
\[
R_{d,\gamma}^{X_{1,j}}(\tau) \leq M_{\gamma,\tau} \sum_{k=1}^{\infty} \left( (\bar{\lambda}_{k} X_{1,j})^{1-\frac{\gamma}{\ln d}} - \bar{\lambda}_{k} X_{1,j} \right),
\]

where we set
\[
M_{\gamma,\tau} := \frac{e^{\gamma \tau}}{e^{\gamma \tau} - 1} + \gamma \int_{\tau}^{\infty} \frac{e^{\gamma t}}{e^{\gamma t} - 1} \, dt < \infty.
\]

From this we conclude that
\[
\sum_{j=1}^{d} R_{d,\gamma}^{X_{1,j}}(\tau) \leq M_{\gamma,\tau} \sum_{j=1}^{d} \sum_{k=1}^{\infty} \left( (\bar{\lambda}_{k} X_{1,j})^{1-\frac{\gamma}{\ln d}} - \bar{\lambda}_{k} X_{1,j} \right).
\]
In view of (19) we have (13). □

We comment on the conditions of Theorem 2. Typically, for concrete examples of \((X_d)_{d \in \mathbb{N}}\) only (12) is important for quasi-polynomial tractability, because the condition (13) usually holds under natural assumptions on the sequence \((X_d)_{d \in \mathbb{N}}\). As we will see below, the verification of (13) is rather simple.

4. Applications

4.1. Korobov kernels

Let \(B_{g,r}(t), t \in [0,1]\), be a zero-mean random process with the following covariance function

\[
K^{B_{g,r}}(t, s) := 1 + 2g \sum_{k=1}^{\infty} k^{-2r} \cos(2\pi k(t - s)), \quad t, s \in [0,1],
\]

which is called Korobov kernel. Here \(g \in (0,1]\) and \(r > 1/2\).

We consider \(B_{g,r}(t), t \in [0,1]\), as a random element \(B_{g,r}\) of the space \(L_2([0,1])\). The covariance operator \(K^{B_{r,g}}\) of \(B_{r,g}\) is an integration operator with kernel \(K^{B_{g,r}}\). The eigenvalues of \(K^{B_{r,g}}\) are exactly known (see [9]):

\[
\lambda^{B_{g,r}}_1 = 1, \quad \lambda^{B_{g,r}}_{2k} = \lambda^{B_{g,r}}_{2k+1} = \frac{g}{k^{2r}}, \quad k \in \mathbb{N}.
\]

Note that the trace of \(K^{B_{r,g}}\) is

\[
\Lambda^{B_{g,r}} = 1 + 2g\zeta(2r),
\]

where \(\zeta(p) = \sum_{k=1}^{\infty} k^{-p}, p > 1\), is the Riemann zeta-function.

Suppose that we have a sequence of processes \(B_{g,j,r_j}(t), t \in [0,1]\), with covariance functions \(K^{B_{g_j,r_j}}, j \in \mathbb{N}\), respectively. Let \(B_d(t), t \in [0,1]^d, d \in \mathbb{N}\), be the sequence of zero-mean random fields with the following covariance functions

\[
K^{B_d}(t, s) = \prod_{j=1}^{d} K^{B_{g_j,r_j}}(t_j, s_j), \quad t, s \in [0,1]^d, \quad d \in \mathbb{N}.
\]

Every field \(B_d(t), t \in [0,1]^d\), can be considered as a random element \(B_d\) of the space \(L_2([0,1]^d)\). Every \(B_d\) has a covariance operator of the tensor
product form $K^B_d = \otimes_{j=1}^d K^{B_{g_j,r_j}}, \quad d \in \mathbb{N}$, i.e. by definition from Section 2, $B_d = \otimes_{j=1}^d B_{g_j,r_j}, \quad d \in \mathbb{N}$.

In [5] M. A. Lifshits, A. Papageorgiou and H. Woźniakowski were the first to investigate approximation problems for $B_d, \quad d \in \mathbb{N}$, in the average case setting. Under the assumptions

$$1 \geq g_1 \geq g_2 \geq \ldots \geq g_j \geq \ldots > 0, \quad 1/2 < r_1 \leq r_2 \leq \ldots \leq r_j \leq \ldots, \quad (21)$$

they proved that quasi-polynomial tractability holds whenever (22) is satisfied (see below) and $\lim \inf_{j \to \infty} (r_j / \ln j) > 0$. In the recent paper [16] G. Xu shows that the latter condition can be omitted under (21). Moreover, the next theorem asserts that there is no need to assume monotonicity for $(g_j)_{j \in \mathbb{N}}$ and $(r_j)_{j \in \mathbb{N}}$.

**Theorem 3.** Let $(r_j)_{j \in \mathbb{N}}$ be a sequence such that $\inf_{j \in \mathbb{N}} r_j > 1/2$. Let $(g_j)_{j \in \mathbb{N}}$ be a positive sequence such that $\sup_{j \in \mathbb{N}} g_j \leq 1$. The sequence of approximation problems for $B_d = \otimes_{j=1}^d B_{g_j,r_j}, \quad d \in \mathbb{N}$, is quasi-polynomially tractable iff

$$\sup_{d \in \mathbb{N}} \frac{1}{\ln d} \sum_{j=1}^d (1 + |\ln g_j|) g_j < \infty. \quad (22)$$

**Proof.** Define $r_0 := \inf_{j \in \mathbb{N}} r_j > 1/2$ and $g_0 := \sup_{j \in \mathbb{N}} g_j \leq 1$. For every $j \in \mathbb{N}$ we consider the following sum

$$L_{g_j,r_j} := \sum_{k=2}^{\infty} \left( 1 + |\ln \lambda_k B_{g_j,r_j} \right) \lambda_k B_{g_j,r_j}$$

$$= 2 \sum_{k=1}^{\infty} \frac{1 + \ln (1 + 2g_j \zeta (2r_j) + \ln (k^{2r_j}) + |\ln g_j|) g_j}{k^{2r_j} (1 + 2g_j \zeta (2r_j))}$$

from the condition (12) of Theorem 2, where we set $X_1,j = B_{g_j,r_j}, \quad j \in \mathbb{N}$. We first provide the lower estimate for every $L_{g_j,r_j}$:

$$L_{g_j,r_j} \geq 2C_1 (1 + |\ln g_j|) g_j, \quad j \in \mathbb{N},$$

where $C_1 := (1 + 2g_0 \zeta (2r_0))^{-1}$. Next, we obtain the upper estimate for $L_{g_j,r_j}$:

$$L_{g_j,r_j} \leq 2 \sum_{k=1}^{\infty} \frac{1 + \ln (1 + 2g_0 \zeta (2r_0) + \ln (k^{2r_j}) + |\ln g_j|) \frac{g_j}{k^{2r_j}}}{k^{2r_j}}$$

$$\leq 2(C_2 + C_3 + C_4)(1 + |\ln g_j|) g_j, \quad j \in \mathbb{N},$$
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where \( C_2 := \zeta(2r_0), \ C_3 := 2g_0\zeta(2r_0)^2, \ C_4 := \sup_{j \in \mathbb{N}} \sum_{k=1}^{\infty} \frac{\ln(k^{2r_j})}{k^{2r_j}}. \) Thus we have

\[
\frac{1}{\ln_i d} \sum_{j=1}^{d} L_{g_j,r_j} \asymp \frac{1}{\ln_i d} \sum_{j=1}^{d} (1 + |\ln g_j|) g_j, \quad d \in \mathbb{N},
\]
i.e. the condition (12) of Theorem 2 for \( B_{g_j,r_j} \) is equivalent to (22).

Next, we verify that the condition (13) of Theorem 2 for \( B_{g_j,r_j}, j \in \mathbb{N} \), holds for some \( \gamma \in (0, 1) \) and \( \tau > 0 \). Fix \( \gamma \in (0, 1) \) such that \( 2r_0(1 - \gamma) > 1 \) and consider the quantity

\[
R_{d,\gamma}^{B_{g_j,r_j}}(\tau) := \sum_{k=2}^{\infty} (\tilde{\lambda}_k^{B_{g_j,r_j}})^{1 - \frac{\gamma}{\ln_i d}} 1_{\left(\tilde{\lambda}_k^{B_{g_j,r_j}} < e^{-\tau \ln_i d}\right)}
\]

\[
= 2 \sum_{k=k_{d,j}(\tau)}^{\infty} \left( \frac{g_j k^{-2r_j}}{1 + 2g_j \zeta(2r_j)} \right)^{1 - \frac{\gamma}{\ln_i d}},
\]

where we set

\[
k_{d,j}(\tau) := \min\left\{ k \in \mathbb{N} : \frac{g_j k^{-2r_j}}{1 + 2g_j \zeta(2r_j)} < e^{-\tau \ln_i d} \right\}.
\]

From this we infer the following inequality

\[
k_{d,j}(\tau) - 1 \leq \left( \frac{g_j e^{\tau \ln_i d}}{1 + 2g_j \zeta(2r_j)} \right)^{\frac{1}{2r_j}} \leq \left( g_0 e^{\tau \ln_i d} d \right)^{\frac{1}{2r_0}}.
\]

Using \( \sum_{k=n}^{\infty} f(k) \leq f(n) + \int_{n}^{\infty} f(t) \, dt \) for monotonic non-increasing \( f \), we estimate

\[
R_{d,\gamma}^{B_{g_j,r_j}}(\tau) \leq 2 \left( \frac{g_j k_{d,j}(\tau)^{-2r_j}}{1 + 2g_j \zeta(2r_j)} \right)^{1 - \frac{\gamma}{\ln_i d}} + 2 \int_{k_{d,j}(\tau)}^{\infty} \left( \frac{g_j t^{-2r_j}}{1 + 2g_j \zeta(2r_j)} \right)^{1 - \frac{\gamma}{\ln_i d}} dt
\]

\[
= 2 \left( \frac{1}{2r_j(1 - \frac{\gamma}{\ln_i d})} \right) \left( \frac{g_j k_{d,j}(\tau)^{-2r_j}}{1 + 2g_j \zeta(2r_j)} \right)^{1 - \frac{\gamma}{\ln_i d}}.
\]

According to (23) and (24) we have

\[
R_{d,\gamma}^{B_{g_j,r_j}}(\tau) \leq 2 \left( 1 + \frac{\frac{1}{2r_0}, g_0 d}{2r_j(1 - \gamma) - 1} \right) \left( e^{-\tau \ln_i d} d \right)^{1 - \frac{\gamma}{\ln_i d}}
\]

\[
\leq C_5 \exp\left\{ -\tau \left( 1 - \frac{1}{2r_0} \right) \ln_i d \right\},
\]
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where $C_5 := 2 \cdot \frac{2r_0(1-\gamma)+\theta_{1/2r_0}}{2r_0(1-\gamma)-1} \cdot e^{\gamma \tau}$.

Next, choose any $\tau$ such that $\tau(1-\frac{1}{2r_0}) \geq 1$. Then

$$d \sum_{j=1}^{d} R_{d,\gamma}^{B_{g_j,r_j}}(\tau) \leq d \cdot C_5 \exp \left\{ -\tau \left( 1-\frac{1}{2r_0} \right) \ln + d \right\} \leq C_5, \quad d \in \mathbb{N}.$$ 

Hence (13) holds for $B_{g_j,r_j}, j \in \mathbb{N}$. Thus (22) is a necessary and sufficient condition for quasi-polynomial tractability.

4.2. Squared exponential kernels

Let $G_\sigma(t), t \in \mathbb{R}$, be a zero-mean random process with the following covariance function

$$K^{G_\sigma}(t,s) := e^{-\frac{(t-s)^2}{2\sigma^2}}, \quad t, s \in \mathbb{R},$$

where $\sigma > 0$ is a characteristic length-scale. The function $K^{G_\sigma}$ is a (rather) popular kernel function used in machine learning (see [12]). We consider $G_\sigma(t), t \in \mathbb{R}$, as a random element $G_\sigma$ of the space $L_2(\mathbb{R}, \mu)$, where $\mu$ is a standard Gaussian distribution on $\mathbb{R}$. The covariance operator $K^{G_\sigma}$ of $G_\sigma$ acts as follows

$$K^{G_\sigma} f(t) = \int_{\mathbb{R}} K^{G_\sigma}(t,s) f(s) \mu(ds) = \int_{\mathbb{R}} e^{-\frac{(t-s)^2}{2\sigma^2}} f(s) \frac{1}{\sqrt{2\pi}} e^{-\frac{s^2}{2}} ds, \quad t \in \mathbb{R}.$$ 

Eigenvalues of $K^{G_\sigma}$ are known (see [11] and [12]):

$$\lambda_k^{G_\sigma} = (1 - \omega_\sigma) \omega_k^{(k-1)}, \quad k \in \mathbb{N}, \quad (25)$$

where $\omega_\sigma := (1 + \sigma^2 I_\sigma)^{-1}, I_\sigma := \frac{1}{2} + \frac{1}{2} \sqrt{1 + \frac{4}{\sigma^2}}$. It is easily seen that $\Lambda^{G_\sigma} = \sum_{k \in \mathbb{N}} \lambda_k^{G_\sigma} = 1$, i.e. $\lambda_k^{G_\sigma} = \bar{\lambda}_k^{G_\sigma}, k \in \mathbb{N}$.

Suppose that we have the sequence of processes $G_{\sigma_j}(t), t \in \mathbb{R}$, with covariance functions $K^{G_{\sigma_j}}, j \in \mathbb{N}$, respectively. Consider the sequence of zero-mean random fields $G_d(t), t \in \mathbb{R}^d, d \in \mathbb{N}$, with the following covariance functions

$$K^{G_d}(t,s) = \prod_{j=1}^{d} K^{G_{\sigma_j}}(t_j,s_j), \quad t, s \in \mathbb{R}^d, \quad d \in \mathbb{N}.$$
Every field $G_d(t)$, $t \in \mathbb{R}^d$, is a random element $G_d$ of the space $L_2(\mathbb{R}^d, \mu^d)$, where $\mu^d$ is a standard Gaussian measure on $\mathbb{R}^d$. Thus we have $G_d = \otimes_{j=1}^d G_{\sigma_j}$, $d \in \mathbb{N}$. We find the criterion of quasi-polynomial tractability of approximation problems for these elements (worst case setting results can be found in [1] and [11]).

**Theorem 4.** Let $(\sigma_j)_{j \in \mathbb{N}}$ be a sequence such that $\inf_{j \in \mathbb{N}} \sigma_j > 0$. The sequence of approximation problems for $G_d = \otimes_{j=1}^d G_{\sigma_j}$, $d \in \mathbb{N}$, is quasi-polynomially tractable iff

$$\sup_{d \in \mathbb{N}} \frac{1}{\ln d} \sum_{j=1}^d \frac{1 + \ln(1 + \sigma_j^2)}{\sigma_j^2} < \infty. \quad (26)$$

**Proof.** Let us consider the sums

$$L_{\sigma_j} := \sum_{k=2}^{\infty} \left(1 + |\ln \lambda_k^{G_{\sigma_j}}|\right) \lambda_k^{G_{\sigma_j}}, \quad j \in \mathbb{N},$$

from the condition (12) of Theorem 2, where we set $X_{1,j} = G_{\sigma_j}$. Using (25) we find

$$L_{\sigma_j} = \sum_{k=2}^{\infty} \left(1 - \ln(1 - \omega_{\sigma_j}) - (k - 1) \ln \omega_{\sigma_j}\right)(1 - \omega_{\sigma_j}) \omega_{\sigma_j}^{k-1}$$

$$= (1 - \ln(1 - \omega_{\sigma_j}))(1 - \omega_{\sigma_j}) \sum_{k=2}^{\infty} \omega_{\sigma_j}^{k-1} - \ln(\omega_{\sigma_j})(1 - \omega_{\sigma_j}) \omega_{\sigma_j} \sum_{k=2}^{\infty} (k - 1) \omega_{\sigma_j}^{k-2}$$

$$= (1 - \ln(1 - \omega_{\sigma_j})) \omega_{\sigma_j} - \frac{\ln(\omega_{\sigma_j})}{1 - \omega_{\sigma_j}}.$$

Substituting $\omega_{\sigma_j} = (1 + \sigma_j^2 I_{\sigma_j})^{-1}$ in the last representation for $L_{\sigma_j}$, we infer

$$L_{\sigma_j} = \frac{1 + \ln \left(1 + \frac{1}{\sigma_j^2 I_{\sigma_j}}\right)}{1 + \sigma_j^2 I_{\sigma_j}} + \frac{\ln \left(1 + \sigma_j^2 I_{\sigma_j}\right)}{\sigma_j^2 I_{\sigma_j}}. \quad (27)$$

Define $\sigma_0 := \inf_{j \in \mathbb{N}} \sigma_j > 0$. For any $j \in \mathbb{N}$ we have $1 < I_{\sigma_j} \leq I_{\sigma_0}$. Using the inequality $\ln(1 + x) \leq x$, $x \geq 0$, we see that

$$L_{\sigma_j} \leq \frac{1}{\sigma_j^2 I_{\sigma_j}} + \frac{\ln \left(1 + \sigma_j^2 I_{\sigma_j}\right)}{\sigma_j^2 I_{\sigma_j}} \leq 1 + \frac{\ln \left(1 + \sigma_j^2 I_{\sigma_0}\right)}{\sigma_j^2}.$$
Consequently, we have the following upper estimate
\[ L_{\sigma_j} \leq C_1 \frac{1 + \ln(1 + \sigma_j^2)}{\sigma_j^2}, \quad j \in \mathbb{N}, \]
where \( C_1 := 1 + \ln I_{\sigma_0} > 0 \). Next, we see that by (27)
\[ L_{\sigma_j} \geq \frac{1 + \ln(1 + \sigma_j^2 I_{\sigma_j})}{1 + \sigma_j^2 I_{\sigma_j}} \geq \frac{1 + \ln(1 + \sigma_j^2)}{1 + \sigma_j^2 I_{\sigma_0}}. \]
Hence we obtain the following lower estimate
\[ L_{\sigma_j} \geq C_2 \frac{1 + \ln(1 + \sigma_j^2)}{\sigma_j^2}, \quad j \in \mathbb{N}, \]
where \( C_2 := \sigma_0^2 / (1 + \sigma_0^2 I_{\sigma_0}) > 0 \). Therefore
\[ \frac{1}{\ln d} \sum_{j=1}^{d} L_{\sigma_j} \leq \frac{1}{\ln d} \sum_{j=1}^{d} \frac{1 + \ln(1 + \sigma_j^2)}{\sigma_j^2}, \quad d \in \mathbb{N}. \]
Thus the condition (12) of Theorem 2 is equivalent to (26).

Next, we verify that for \((G_{\sigma_j})_{j \in \mathbb{N}}\) the condition (13) of Theorem 2 is always satisfied under the assumption \( \sigma_0 > 0 \). Fix any \( \gamma \in (0, 1) \) and consider the quantity
\[ R_{d,\gamma}^{G_{\sigma_j}} := \sum_{k=2}^{\infty} (\bar{\lambda}_k^{G_{\sigma_j}})^{1-\gamma} \frac{1}{\ln d} \mathbf{1}(\bar{\lambda}_k^{G_{\sigma_j}} < e^{-\ln d}), \quad j \in \mathbb{N}. \]
Let us introduce the threshold index
\[ k_{d,j} := \min\{k \in \mathbb{N} : (1 - \omega_{\sigma_j}) \omega_{\sigma_j}^{k-1} < e^{-\ln d}, k \geq 2\}. \]
According to (25) we infer
\[ R_{d,\gamma}^{G_{\sigma_j}}(\tau) = \sum_{k=k_{d,j}}^{\infty} ((1 - \omega_{\sigma_j}) \omega_{\sigma_j}^{k-1})^{1-\gamma} \frac{1}{\ln d} = \frac{((1 - \omega_{\sigma_j}) \omega_{\sigma_j}^{k_{d,j}-1})^{1-\gamma} \frac{1}{\ln d}}{1 - \omega_{\sigma_j}^{1-\gamma}}. \]
By definition of \( k_{d,j} \), we see that
\[ R_{d,\gamma}^{G_{\sigma_j}}(\tau) \leq \frac{((1 - \omega_{\sigma_j}) \omega_{\sigma_j}^{k_{d,j}-1})^{1-\gamma} \frac{1}{\ln d}}{1 - \omega_{\sigma_0}^{1-\gamma}} \leq \frac{(e^{-\ln d})^{1-\gamma} \frac{1}{\ln d}}{1 - \omega_{\sigma_0}^{1-\gamma}} \leq \frac{e^{\gamma \ln d}}{1 - \omega_{\sigma_0}^{1-\gamma}}, \]
Then \( \sum_{j=1}^{d} R_{d,\gamma}^{G_{\sigma_j}} \leq e^{\gamma} / (1 - \omega_{\sigma_0}^{1-\gamma}) \) for any \( d \in \mathbb{N} \). Thus (13) holds as required. \( \square \).
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