UDC 519.837 Becrauk CII6I'Y. IIpuknagunas maremaruka. Uudopmaruka... 2019. T. 15. B, 2
MSC 91A25

Looking Forward Approach for dynamic cooperative advertising game model*

L. Shi, O. L. Petrosian, A. V. Boiko

St. Petersburg State University, 7-9, Universitetskaya nab., St. Petersburg,
199034, Russian Federation

For citation: Shi L., Petrosian O. L., Boiko A. V. Looking Forward Approach for dynamic
cooperative advertising game model. Vestnik of Saint Petersburg University. Applied Mathematics.
Computer Science. Control Processes, 2019, vol. 15, iss. 2, pp. 221-234.
https://doi.org/10.21638/11702/spbul0.2019.206

In this paper, we examine a dynamic cooperative advertising game model, where each firm
market share depends on its own and its competitors’ advertising decisions. More and more
companies are willing to cooperate on the market in order to increase their market share
and their joint profit as a result. They cooperate on advertising acting as one company
and according to a characteristic function introduced in this work, their joint profit can be
reallocated according to some cooperative solution. Looking Forward Approach is applied to
the initial game in order to construct a model, where information about the process updates
dynamically. Comparison between the solution of initial game model and game model with
dynamic updating is illustrated using the numerical simulation.

Keywords: dynamic games, dynamic cooperative games, time consistency, looking forward
approach.

1. Introduction. Advertising as a strategy for market competition has been studied
in many marketing models and in this paper, we are concentrating on the dynamic
advertising model. Here each firm’s market share depends on its own and its competitors’
current and past advertising expenditures. Competition between firms is formulated by
the non-cooperative differential game as it was done in [1-6]. In this paper we consider an
oligopoly advertising model of [5] and apply Looking Forward Approach (LFA) in order
to model the behavior of firms in case of dynamic updating of information.

LFA is used for constructing game theoretical models and defining solutions for conflict
controlled processes where information about the process updates dynamically. In works
[7—14] are published most recent results on this topic. Existing dynamic games often
rely on the assumption of time invariant game structures for derivation of equilibrium
solutions. However, many events in the considerably far future are intrinsically unknown.
It is supposed that players lack certain information about the motion equations and payoff
functions on the whole time interval on which the game is played. At each time instant
when information about the game structure updates, players receive updated information
about the motion equations and payoff functions and adapt to the updates. This new
approach for the analysis of dynamic games via information updating provides a more
realistic and practical alternative to the study of dynamic games. There was also work [15]
related to the game models with shifting planning horizon, where authors study dynamic
game models for labor stimulation. It is important to notice that the overall study of games
with dynamic updating is dedicated to the problem of construction of a general theory, in
particular, for a class of cooperative dynamic or differential games with dynamic updating,
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where important question is how to construct cooperative solution and what properties of
this solution are.

It’s worth mentioning that LFA is similar in substance to the Model Predictive Control
theory developed within the framework of numerical optimal control, for recent results in
the field see [16-18]. But the main problem that is solved by the Model Predictive Control
is the provision of movement along the target trajectory under the conditions of random
perturbations and unknown motion equations, which leads system to the target trajectory.
LFA on the other hand solves the problem of modeling players behavior when information
about the process updates dynamically.

In section 2 the initial game model of oligopoly advertising is presented. In section 3
the corresponding game model with dynamic updating is studied and the solution is
derived. In section 4 the numerical simulation is performed and the comparison between
the solution of the initial game model and the game model with dynamic updating is
presented.

2. Oligopoly advertising dynamic game model. We transform differential game
model from [5] to the corresponding discrete time game using Finite Difference Method
(FDM). Then the market share dynamics z; of firm ¢ for dynamic game model is

1 1

2T = h(Lpitﬂ 12y — —— S puly/1- :ﬂ) — (h6 — 1)a) + hé—,

¢ n—1""" =14 J J ¢ n
JjeI (1)

In (1) 22 is a positive constant. In order to apply FDM, we introduce the equally distributed
grid points (t-) —o.n> Where t, = yh, N is an integer and the spacing & is given by h = T' /N
and z, >~ z(t,) for all v = 0, N. Therefore we suppose that the initial game is defined on
the time interval with length 7T'.

Payoff function of firm ¢ in dynamic game model has the form

N

KD w) =) [ma] — (u])?). (2)

v=0
In expression (2) there is a logical consistency requirement that the market shares should
satisfy:
Y al=1,2]>0,iel, y=0,N.
icl

In table the list of parameters of the model is presented.

Table. List of variables and parameters

Notation Explanation

z] €[0,1] | Market share of firm ¢ € I = {1,...,n} at stage v
u? >0 Advertising effort rate of firm ¢ at stage v
pi >0 Advertising effectiveness parameter of firm ¢
6>0 Churn parameter
m; > 0 Industry sales multiplied by the per unit

profit margin of firm 4

C(u;(t)) Cost of advertising of firm i, presented as (u;(t))?
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3. Game model with LFA.

3.1. Truncated subgame. In this paper, we apply the approach first described in
[10] to our game model. Assuming that at each stage k, players have full information about
the motion equations and payoff functions within 7" stages, where T is a fixed value, namely
information horizon. At the stage k, information about the game is updated. At the stage
k + 1 players have full information about the game structure on the interval k + 1 + T.
Each blue oval represents information that is used by the players at the beginning of each
T interval (Figure 1).

X
A

o -
R

Figure 1. Behavior of player i in the game with truncated information can be modeled using
truncated subgames Ty (2, k, k + T, k=0,N-T

Definition 3.1. Let k = 0, N — T. A truncated subgame 'y (29, k,k + T) is defined
on the interval [k, k+ T]. Motion equation and payoff function on the interval [k, k+ T]
coincide with that of initial game on the same interval. Motion equation and initial
condition of truncated subgame have the form

k+1 n k+l— k+l— 1 k+l— k+l—
xi+ :h<ﬁpiui+ 1 /1—$¢+ l—mzpﬂtﬁ 1 /1_xj+ 1>_
jer

3)
—(hd — 1)akti=1 4 hal,
n

0_,0
T, =%

(Denote xf’l = ghtt uf’l = uf“, l= O,—T for the truncated subgame I'y (29, k, k + T).)

K2

The payoff function of firm i in truncated subgame T (29, k, k + T') has the form
T . .
K@i, ) =Y [maa? — (uf?)?),
§=0

3.2. Cooperative game model. Suppose that all players or firms decided to coo-
perate on advertising and use some allocation rule for the joint cooperative income. In
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order to model their behaviour and feasible parameters of agreement it is necessary to do
following things [19]:

1) define the cooperative strategies, i. e. strategies that maximize joint payoff of
players. These strategies and corresponding cooperative trajectory will be denoted by

u* = (uj,...,u}) and z*(¢) respectively;
2) define the allocation rule for maximum joint payoff along the cooperative trajectory
2*(t) and corresponding strategies u* = (uj,...,u)). Namely, define the cooperative

solution, as a subset of imputation set.

We focus on considering kth truncated subgame I'y(2%,k, k + T). Suppose that all
firms decide to cooperate in each truncated subgame, denote by I'} (56‘2, k, k—I—T) truncated
cooperative subgame on the interval [k, k + T] with the initial condition z9. Then the
corresponding optimization problem to be solved has the form

T
Z Kf(xf’o; Upy ooy Up) = Z Z[mzxi” — (uf’j)ﬂ —  max (4)
el el j—o U yeeny Uy =0
subject to (3).
This is a discrete time optimization problem. We use the dynamic programming
method described in [20] to solve it. Suppose that the Bellman function for each truncated
subgame I'¢ (29, k, k + T') has the form

WHLah) = max S mak %)

i€l j=l

7

where u;(k) = {uf’l, vy uk’T} and [ = O,—T

Hamilton—Jacobi—Bellman equations for the function (5) have the form

Wk l, l _ ; k,l o k,l 2 Wk 1 I+1
( ‘Tk:) ul(lgl;g(,ZGI{;[m €Z; (uz ) ]+ ( + IE ) ’

(6)
WHT + 1,27+ =o.

Assume that the maximum in (6) is achieved under control u}(k), then u} (k) is optimal
in the control problem defined by (3), (4).

Denote the solution of (3) with optlmal strategies u* involved by the cooperative
trajectory, x:l = (PP ekl 1=0,T.

Proposition 3.1. Optlmal cooperative strategies of players for each truncated
subgame have the form

reans .
f’k’l G,’ 1-— xf’l Viel,

where

KIFL _ o1 ST e { @,l+1} 7 _ hp;
G -y cp G, =max {0,G! = Sy
JeI
and C’f’l, i€{l,..n}, k=0,N—T,1=][0,T], satisfy the relations

—k,l+1
chl = m,; — (G,

7

Z)? — P (6h - 1)
with initial conditions Cik T+l _ 0.
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P r o o f. Suppose that the Bellman function has the following form:

Wh(l,z)) =Y [CFal! + DY, (7)
el

then by substituting (7) into (6) we receive:

A kL k2 k I+1
We(l, zy,) = ’;»l,r,?i}’{;ylgo{;[mlxi (w; "))+ WE(I+1, 2y, )} =

Rkl kil R Rl ki1 Rl kel
=Y [Ca)" + D) = | max {Z[mlxz (U/ﬁ*Z[Ci’Hxi’HJFD/H}}a

k k>
iel urseun 20 | ey iel
(8)

WH(T +1,2T+) = 0.

Substitute the right hand side of (3) for (8). Performing the indicated maximization
in (8) yields

hpz 1-— I’]»C’l
*,k,l k,l+1 k,l+1 7
ui’ " = max 07 nCiv _chy oy —_
< 2(n—1)
hpin/1 — xf’l
=—Y ' max{0,pCHT_NT kit
2(n—1) v ; J

foriel, | = (),—T and k = 0, N — T. Substituting it into the equation for (8) with xf“
defined by the right hand side of (3), CF! and Df ! are defined as

3

k,l+1
i

CHl = m; — (G Z)* = P (6h — 1),
Cf’lH(Sh +Dll§,l+1'

n

—k 1
DY = (G Z) +
The proposition is proved.
Proposition 3.2. If for a given k and [ values
exist s € I such that G®!'*! < 0 and u*! = 0.
P roof. Suppose that CF!+1 = minC’f’lH. According to the Proposition 3.1

Cf L are not all equal, then there

el
EJd+1 _ E,l+1 kl+1 k,l+1 k41
GEIL = pCltt _ N o =N [oktt - o)
Jjel jel

In the last sum all the components are non-positive and all C]MH are not equal, then

at least one value C¥!*1 — C’]’?’H'l is negative. It follows that G&!*1 < 0 and as a result

u®*! = (. The proposition is proved.

Proposition 3.3. If all C’f’lﬂ are equal, then uf’k’l =0 foralliel.
P roof. According to the definition of Gf’lﬂ if Cik’lH are equal, then it follows that

k,l+1 k,l
Gi’+ 7u:77

=0 for all © € I. The proposition is proved.
Further we derive the non-negativity conditions of market shares z* corresponding to
the cooperative strategies u*.
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Proposition 3.4. Value of x:k’l is non-negative, if and only if the following conditions
are satisfied:

ho
3 (1-athd) (h(S 20?“125)—(115—1) L4p— 3 o842 >0iep,
JEI\P jeP\{:} n
(2(n —1)GR 2 41— h6> D
JEN{i}
X hé(1 —n) )
- > etz (1-a kl)+1+T>O,z€I\P, (10)

je\(Pu{i})

where P = {i : *kl—()}, NP ={i: *k’l>0};P:|P|-

Proof Letu’ Rl — = 0, ¢« € P. By substituting optimal cooperative strategies
u;-k’k l, i € I, in (3) the corresponding cooperative trajectory is obtained:
x*,kz,l+1 _ Z 2Gk,l+122(1 _ x*,k,l) _ (h(5 _ 1)x*,k,l + h_(; ieP
i = j j j i . : (11)
jEI\P

By replacing z""! with (1 — D ien i) x;’k’l) in equality (11) we obtain:

x:,k,l-&-l _
== 268 22— 2P —(ho-1) [ 14p =Y -t = N Lhe
J J J J -
Je\p JEI\P jeP\{i}
_ Z *kl 2G5 72 _ (15— 1)) = (ho—1) [ 14 p— Z kol +h_5>0
N j j P ; —~>0.
JEI\P P
Forie I\ P: u*kl>0
hé
e e R I e R
JjEI\P n
=GP 22 (1 —ap M) 2GR 20 ATt - Y e 2 -t -

jeI\(PU{i})

— (6 — D™ 4 ho _ (2(n — )G Z2 41 - h6) (1—azmh -
n

7

hs(1 —
_ Z 2G§’H—1Z]2(1 *kl)+1+ ( n) _
JEN(PULI}) "
- (2(n )G Z2 41— h(S) 3wkt
JENi}
1 _
D S a4 (e B B hol =n) > 0.
JEN(PU{i})
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From the formulas for xfk’l derived above it follows that the conditions (9), (10) are
equvalent and that ;' > 0.

The proposition is proved.

If conditions of Proposition 3.2 are satisfied, then according to ), ; xf’l = 1 for

k=0,N—T and [ = 0,T the value of x:’k’lH won’t exceed 1.

It’s worth mentioning that the advertising effort rate of each firm is equal to zero,
when all the firms are symmetric, because of the whole market acting as a monopoly, when
all symmetric firms decide to cooperate, once consumers want to buy goods they have to
buy it from one of firms, even if firms do not spend on advertising.

Proposition 3.5. If all firms are identical: m; = m, p; = p for i € I, then the optimal

cooperative strategies of players are
wt=0,viel, k=0,N—T, 1=0,T.

P r o o f. Optimal cooperative strategies can be obtained in the form

hpy/1 — zh
U?hl = max 0, nCik’lJrl — Z C§7l+1 T—l)l (12)
jel
fori € I, k=0,N—T and | = 0,T. Here we will examine only the second term in (12)
because if u;-k’k’l = 0, then the result is trivial.
Consider the case when all firms are identical: m; = m, p; = p for ¢ € I, then related
parameters in Proposition 3.1 can be rewritten as follows:

CHl =m— (@ 22— cP sh - 1),
where Z = 2(—3% and @f’H—l = max {O,nC’f’l+1 — Zjel CJMH} with initial conditions

CFTHY = 0. It shows that the value of /' is equal for alli € I, k =0, N — T and | = 0, T,
which means the optimal cooperative strategies equal to 0 for any stage when all firms are
identical.

The proposition is proved.

Definition 3.2. Resulting cooperative strategies {ﬁ*’j N

i Jj=0
nation of optimal cooperative strategies ufkl for each truncated cooperative subgame
I'¢ (x5, k,k +T) defined on the successive intervals [k, k + T7:

Vi € I, are a combi-

PR . i

U =, -
’ wNTTIENET i N T 4+ 1,N.

7

{u’f’jv“, j=0,N-T,

Definition 3.3. Resulting cooperative trajectory {i’}k };,V:O, is a combination of coo-
perative trajectories z for each truncated cooperative subgame I'{(z}, k, k + T) defined

on the successive intervals [k, k + T):
0 . _ o N
_ N z;, ]:OaNfTv
T} = (i) N FIT N (13)
2N N -T+1,N.

In this paper we focus on allocation problem of the joint payoff among the players
(see (13)). Resulting imputation with LFA differs from the imputations in the initial game,
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which is a result of difference of resulting characteristic function and characteristic function
in the initial game.

3.3. Characteristic function. A characteristic function of coalition is an essential
concept in the theory of cooperative games. In this paper it is defined in [20, 21] as a total
payoff of players from coalition S C I in Nash equilibrium in the game with the following
set of players: coalition S (acting as one player) and players from the set N \ S (acting as
individuals). For each coalition S C I define the values of characteristic function for each
truncated subgame as it was done in [10]:

Zie[ Kk(xk 7U*)7

S =
Vk(S;x;;’o) = Vk(svxk )7 S C
0, S

I,
cl, (14)
0

In form (14) Vi(S,2}°) is defined as a total payoff of players from coalition S in Nash
equilibrium u™¥ = (@, ..., u,) in the game with the following set of players: coalition S
(acting as one player) and players from the set |I '\ S|, i. e. in the game with |\ S| +1
players.

Suppose that the characteristic function for coalition S in truncated subgame
I¢ (29, k, k + T) has the form defined above, then in order to find values of it we need to
use the system of Bellman equations for Nash equilibrium between players: S C I (acting
as one) and players i € I'\ S. Introduce the following Bellman functions, where V*(S, z9)
will be used as a characteristic function in the truncated subgame 'y (29, k, k + T):

VES ap) =Y CFai + M, Sc,

el
R({i},a) = > A0 L B(iy*0, ie T\ S,

icl

then the corresponding system of Bellman equations has the form

VkS,OZ Zk:O k2+vks’1 7SCI,
(5,49) uﬁiés{;[m W)+ VA a) |, S

Vk({i} ) = Irﬁx {mixf’o _ (uf>2 + Vk({i} ,xi)} , Yiel\S,

(3

VE(S 2l T =0, VE({i}sal ™) =

In order to allocate cooperative payoff along the resulting cooperative trajectory, we
define the resulting characteristic function in the way it was done in [10].

Definition 3.4. Resulting characteristic function of coalition S C [ in the game
model with dynamic updating has the following form:

J=v NT

yN- T(S;xl\iTNJ”T)’ v=N-T+1,N.

N-1-Tr,j/a. _1ila. N-T #,0 —ON_T

V(S;%N_w:{z Vi(S;25°) = VI(S;a3 M+ VN-T(8;2%0 1), v =0,N =T,

(15)

4. Resulting cooperative solution. Using the resulting characteristic function (15)

it is possible to define allocation rule for the cooperative payoff since it shows the value

for each possible coalition. Imputation 5’“(:02) for each truncated cooperative subgame
T¢(z}, k, k +T) is defined as an arbitrary vector, which satisfies the conditions:
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individual rationality: &¥(z7*% k, k +T) > VF({i};2:°), i e I,
group rationality: Yier eF @0k k+ T) = VF(N; ;).
In this paper, we choose Shapley value as a cooperative solution:

snbey) = Y0 UIZBRASIZDN s o) - vi(s i)
SCI,ieS ’

According to LFA procedure, the imputation received by the players ¢ € I can be
calculated according the following formula [14]:

) S @05+ T) = g @ G+ T +
&@ N =)=+ & T@ " N-T,N), y=0,N-T, (16)
sN—Tu;"N*T”*N*ﬁN—T,N>, y=N-T+1N,

7

which is called the resulting imputation. It can be proved that the resulting imputation
(16) obtained by choosing from each truncated subgame Shapley value is equal to the
Shapley value calculated using the resulting characteristic function (15).

Proposition 4.1. Suppose that in every truncated subgame I' (z}, k, k + T):

- (@0 ke k+ T) = ShE(a}),
where k = 0, ON-T T, then the resulting imputation fl( , N —~) coincides with Shapley
value Sh;(z* L, N 7).
él(‘ff;,N - 7) = S?hl(jf;vN - ’Y)a v e [OaN]a
calculated using the resulting characteristic function V(S, LL‘,W N — ).
P roof Denote function
(y) = N-T+1, y=1,N-T,
V=YY = N-TF1N.

According to g 6), the resulting imputation is calculated using the Shapley value
Sh*(z},k,k + T) in each truncated subgame:

N—
E@ N =)= > [SK (&g, 5.j+T) = Shi(a},,j+1,5+T)] +
J=

N

N-T N-T ~
T Z Sh @y 7 N7 Js N) = Sh (@N_7jp1-nerrd + LN =
i=y()

N-T
-y s (0 N

SclI,ieS j=k
- V(va;k,hj"i'lyj‘i‘T))_(V(S \ va;k,07j7.]+T>_V(S \ Z,.’I,‘;k717j—|—17j+T))] +

+ Z [(V(S§I*N_T7j_N+T7ja N) - V(SQI*N_T7j+1_N+T7j + 1,N)) -

J=y(v)

- (V(S \ i;x*](v_TJ_N_,_Tajv N) - V(S\i;xR_T7j+1_N+Taj + lvN))}}a
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where S h(z*, N —~) is Shapley value, calculated using the resulting characteristic function

V(S,zx, N — )

<y

Sh(z%, N —~) =

-y U= SB!|(!|S " (5:25, N — ) — (S \ 6525, N — 7)) =

(1] — [SPIS| — 1) [ =T .
=y BRSNS (v (siag 0+ T) -
Scl,ies ’ J=v (18)
- V(S7x;k,17.7+17]+T)) - (V(S \ i;m;,[)7j7j+T> - V(S \ Zax;17]+17.7+T))] +
N
+ Z [(V(S;x*](\f_f7j_N+T7jﬂ N) - V(S;x*N_T7j+1_N+T7j + 17N)) -

J=y(v)
- (V(S \ i;x}k\[,TJ,NJrfvﬂ N) - V(S \ i; xTV,T7j+1,N+T7j + 17 N))]}7

comparing (17) and (18), the proposition is proved.

5. Simulation example. Consider oligopoly advertising dynamic game model with
n = 3 firms defined on the interval N = 8 and information horizon 7' = 2. Let the
parameters of each firm be p = [0.4,0.5,0.3], h = 0.4, § = 0.09, m = [0.6, 1, 1.2] and initial
conditions be z° = [0.3,0.5,0.2].

08 r

07 k-t ....... ....... ........ S .
0.6 F oot ....... e e e e

0.5

04 bt ....... ............... e ...............

0.3

0.2

0.1 b L ....... ....... ST

Figure 2. Cooperative trajectory in the initial game (solid line) and resulting cooperative
trajectory (dashed line) in game model with dynamic updating

In Figure 2 comparison of resulting cooperative trajectory z* and cooperative
trajectory in the initial game is presented. Here the lines for the first player in the game
model with dynamic updating and in the initial game model coincide. Also, in Figure 3
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comparison of resulting cooperative strategies &* and optimal cooperative strategies in the
initial game model is presented. For the first player both cooperative strategies are equal
zero in Figure 3.

0.16 -

0.14

0.12

0.1

0.08

0.06

0.04

0.02

Figure 3. Optimal cooperative strategies in the cooperative case of initial game (solid line)
and optimal cooperative strategies in the cooperative game model
with dynamic updating (dashed line)

e V ({1, 2})
== T({1,2))

Figure 4. Characteristic function in the initial game model (solid line) and resulting
characteristic function (dashed line) in game model with dynamic updating
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Using {if}ﬁo formulas (14) and (15) we calculate the resulting characteristic function.
In Figure 4 difference between the resulting characteristic function and characteristic
function in the initial game for S = {1,2} is presented. Using resulting characteristic
function, we determine the resulting Shapley value using the formula (). In Figure 5
difference between the resulting Shapley value and Shapley value in the initial game is
presented. As we can see from above, resulting Shapley value of game with LFA changes

Figure 5. Shapley value in the initial game (solid line) and resulting Shapley value (dashed line)
in game model with dynamic updating

more steadily over stages rather than the Shapley value of initial game. It can be seen that
the competition among the companies is more fierce in the initial game rather than it in
the game with LFA, considering market shares in Figure 2 and advertising expenditure in
Figure 3. Shapley value of each company is barely changes on the last stage, which means
that the profit of each company does not change much, as it is shown in Figure 5.

6. Conclusion. In this paper, cooperative dynamic oligopoly game model of
advertising with dynamic updating has been studied and related results were presented.
In future work, we are looking forward to study dynamic game with LFA, where the
information horizon is random, also trying to construct an analytic formula for optimal
strategies with LFA for each truncated subgame by one shot optimization. This would
lead to the new results in this field.

The authors thank reviewers for their help with the paper and especially for the
suggestion of adding Propositions 3.2 and 3.3.
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PaccmarpuBaercs punamMudeckasi MOZEIIb, OIMCHIBAIONIASA UI'PY HA PBIHKE PEKJIAMBI, B KOTO-
POt ToJIsT KarK10# (pUPMBI 3aBUCUT OT €€ COOCTBEHHBIX U PEKJIAMHBIX TIOJIUTUK KOHKYPEHTOB.
Bce 60sb111e 1 GoJtbITIE KOMITAHU TOTOBBI COTPYIHUYATE Ha PHIHKE, YTOOBI B PE3YJIbTaTE yBe-
JIMYUTDH CBOU PBIHOYHYIO JIOJI0 U TPUObLIL. KOMIaHUM COTPYIHNYIAIOT B OOJACTH PEKJIAMBI,
JefCTBYsI KaK OJIHa KOMIIAHWSI, I B COOTBETCTBUU C XapaKTEPHON (DyHKIMENH W HEKOTOPBIM
KOOIIEPATUBHBIM DEIIeHNEM, MPEICTABICHHBIMYA B JAHHOW paboTe, UX COBMECTHAs IPUOBLIbL
MOKeT OBITH Iepepacipeesiera. Iloaxon ¢ muHaMudeckuM OOHOBIEHHEM UH(MOPMAIIUK [TPU-
MEHSIETCsI K UCXOJHON Urpe, 4TOObI MOCTPOUTH MOENb, B KOTOPOU HMH(OPMAIUs O MPOIEC-
ce obHOBsIeTCs ¢ TedeHneM BpeMeHu. C IIOMOIIBI0 YUCIEHHOIO MOJIETUPOBAHUS IIPOBEIECHO
CpPaBHEHME DEeIIeHUs UCXOMHON UIPOBOI MOJEJIN ¥ UT'POBOM MOJIEN € JIMHAMUYECKAM OOHOB-
JIEHUEM.
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