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Введение

Методы Рунге–Кутты являются самым распространенным инструментом для решения дифференциальных уравнений и их систем. Довольно большое число задач можно решать явными методами Рунге — Кутты. Однако с увеличением их порядка точности экспоненциально растет количество необходимых вычислений, что негативно сказывается на быстродействии вычислительных систем.

Для дифференциальных уравнений с запаздывающим аргументом и более общих функционально-дифференциальных уравнений запаздывающего типа (ФДУЗТ), необходимо использовать так называемые непрерывные расширения методов Рунге — Кутты [1], позволяющие вычислять решение в произвольных точках в прошлом, даже если эти точки ещё находятся внутри совершаемого шага (ситуация, называемая «перекрытием»). Для этого случая в работах [2], [3] представлены функционально непрерывные методы Рунге — Кутты (ФНРК), позволяющие сохранить полную явность реализации.

Количество этапов (вычислений правой части уравнения, определяющее трудоёмкость совершения одного шага), необходимых для достижения определённого порядка таких методов, куда больше, чем у методов Рунге — Кутты для обыкновенных дифференциальных уравнений. В то же время, представленные в [2], [3] методы допускают уменьшение количества требуемых этапов за счёт использования последнего этапа предыдущего шага в качестве первого этапа на текущем шаге. Этот приём называется в литературе «первый равен последнему» (first same as last, FSAL) [4] или «повторное использование» (reuse) [5].

Мы построим ФНРК со свойством FSAL для дифференциальных уравнений с запаздыванием. Относительно методов РК для обыкновенных дифференциальных уравнений (ОДУ) в функционально непрерывных методах вектор весов и матрица коэффициентов заменены вектором и матрицей полиномиальных функций соответственно. Следует отметить, что данные методы для уравнений с запаздыванием отличаются от непрерывных методов РК, в которых только вектор весов заменен полиномиальными функциями. В свою очередь, свойство FSAL позволяет уменьшить необходимое количество вычислений правой части дифференциальной системы, тем самым повысив производительность метода.

Следуя [2] введем несколько обозначений:

* Пусть и есть пространство непрерывных функций , на которых введена максимальная норма
где — произвольная норма на .
* Для непрерывной функции и , где , пусть есть функция в , заданная уравнением

Постановка задачи

1. Вывести условия порядка для ФНРК с FSAL
2. Построить методы 3 и 4 порядка
3. Сравнить производительность полученных методов с известными методами, полученными в статье [3].

Глава 1. Условия порядка для ФНРК методов с FSAL.

Функциональное дифференциальное уравнение запаздывающего типа (ФДУЗТ) – это дифференциальное уравнение вида

|  |  |
| --- | --- |
|  | (1.1) |

где и есть открытое подмножество .

**Определение 1.1.** Пусть – положительное целое число. Явный функционально непрерывный метод Рунге–Кутты определяется тройкой , где

* есть матрица полиномиальных функций такая, что
* есть вектор полиномиальных функций такой, что

,

* ,
* .

 Мы ищем решение задачи (1.1) через Положим, что шагов до уже совершены. ФНРК метод обеспечивает аппроксимацию решения для

|  |  |
| --- | --- |
|  | (1.2) |

где
и функция этапа, вычисляемая по формуле

где есть численная аппроксимация по всем шагам

Условия и гарантируют и соответственно.

Предположим, что задача (1.1) решена на отрезке и выполнены N шагов. Тогда в узловых точках вычислены значения и построена общая аппроксимация .

**Определение 1.2.** Говорят, что метод (1.2) имеет дискретный порядок точности , если для любой решенной задачи его глобальная дискретная ошибка

|  |  |
| --- | --- |
|  | (1.3) |

для достаточно малого , где

Говорят, что метод имеет равномерный порядок точности , если для любой решенной задачи его глобальная равномерная ошибка

|  |  |
| --- | --- |
|  | (1.4) |

для достаточно малого .

1.1 Общие положения

Положим, что есть метод РК для ФДУЗТ. Для и мы вводим полиномиальные функции и , определяемые как

Далее расширим функции на отрицательный аргумент: , и введем сдвиг в виде То же самое сделаем для функций : положим , и определим

Как следует из [3], необходимыми условиями для равномерного (дискретного) порядка являются: .

В соответствии с этим предположим, что

|  |  |
| --- | --- |
|  | (1.5) |

|  |  |
| --- | --- |
|  | *(1.6)* |

Выражение (1.5) является необходимым условием равномерного порядка, а условия (1.6) являются упрощающими.

Кроме того, для обеспечения свойства FSAL требуется, чтобы выполнялись следующие условия: .

1.2 Второй порядок

Напомним, что в (1.1) мы полагали относительно второго аргумента. Теперь дополнительно предположим, что u принадлежит почти везде классу .

Эти предположения позволяют легко доказать, что РК метод, удовлетворяющий (1.5), (1.6) имеет равномерный порядок 1, его дискретная глобальная ошибка и тогда

**Теорема 1.1.** Метод РК, удовлетворяющий (1.5), (1.6), имеет равномерный порядок 2 тогда и только тогда, когда
и дискретный порядок 2 тогда и только тогда, когда

Доказательства этой и следующих ниже теорем представлены в работе Масета [3].

1.3 Третий порядок

Теперь выведем условия для непрерывного и дискретного порядка 3. Предположим, что принадлежит классу относительно второго аргумента и принадлежит классу почти везде.

**Теорема 1.2.** Метод РК, удовлетворяющий (1.5), (1.6) и имеющий второй равномерный порядок, имеет равномерный порядок 3
и
для

Заметим, что здесь и далее

**Теорема 1.3.** Метод РК, удовлетворяющий (1.5), (1.6) и имеющий дискретный порядок 2, имеет дискретный порядок 3 и
для

1.4 Четвертый порядок

Теперь выведем условия для равномерного и дискретного порядка 4. Как и в случае третьего порядка, мы продолжаем полагать относительно второго аргумента, но теперь мы предполагаем, что почти везде.

**Теорема 1.4.** Метод РК, удовлетворяющий (1.5), (1.6) и имеющий равномерный порядок 3, имеет равномерный порядок 4
для

**Теорема 1.5.** Метод РК, удовлетворяющий (1.5), (1.6) и имеющий дискретный порядок 3, имеет дискретный порядок 4
для

Глава 2. Конструирование явных ФНРК методов с FSAL

В этой главе мы выведем функционально непрерывные методы третьего и четвертого порядка сходимости с FSAL.

Так как табличное представление методов РК для ОДУ является самым удобным для восприятия, мы распространим его на ФНРК, представив в виде

|  |  |
| --- | --- |
| *c* | *A(α )* |
|  | *b(α)* |

Например, непрерывные методы Эйлера и Хойна [3] будут иметь вид

|  |  |
| --- | --- |
| *0* | *0* |
|  | *α*  |

и

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |
|  |  |  |

соответственно.

2.1 Третий порядок

Из теорем 1.1, 1.2, а также условий (1.5), (1.6) мы получаем, что условиями третьего равномерного порядка являются
Кроме того, для FSAL существует ограничение
что является дискретным случаем (1.5).

Третье уравнение (1.15) эквивалентно Тогда первые два выражения позволяют нам выразить :

Из этих условий получаем дополнительно ограничение .

Исходя из того, что , последние условия (1.15) дают нам

Выбирая различные коэффициенты , можно получить различные методы 3 порядка. Например, взяв , получим следующий метод третьего порядка сходимости:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

2.2 Четвертый порядок

Теперь построим 7-этапный ФНРК метод 4 порядка сходимости в виде

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |   |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

где .

Разобьем условия четвертого порядка сходимости на три группы:

1.

Первое условие из блока 2 дает , третье и четвертое условия в блоке 2 дают и пятое и шестое условия в блоке 2 вместе со вторым выражением в блоке 3 дают нам .

Для метода с выражения из первого блока выполняются только при и эквивалентны

Добавим к ним условие 4 дискретного порядка
и положим . Разрешив данные 4 уравнения относительно получим соотношения

Для метода c и выражения из блока 2 принимают вид

а выражения блока 3 эквивалентны

Итого, условия для метода 4 порядка сходимости имеют вид

Взяв получим следующий метод:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  | *0* |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

где

Глава 3. Эксперименты

Мы провели тестирование порядка сходимости построенных методов сравнили результаты с полученными методами Масета. Также сравнили данные методы по затратности для обеспечения необходимой погрешности. Результаты представлены на графиках ниже. Синей линией обозначены результаты методов Масета, красной – результаты построенных нами методов.

Третий порядок:



Рисунок . Проверка порядка сходимости. Тест 1.



Рисунок . Соотношение затраты/погрешность. Тест 1.



Рисунок . Порядок сходимости. Тест 2



Рисунок . Соотношение затраты/погрешность. Тест 2

Четвертый порядок:



Рисунок . Проверка порядка сходимости. Тест 1



Рисунок . Соотношение затраты/погрешность. Тест 1



Рисунок . Проверка порядка сходимости. Тест 2



Рисунок . Соотношение затраты/погрешность. Тест 2

Выводы

На основе проведенных исследований можно сказать, что построенные нами методы превосходят соответствующие методы Масета по соотношению затрат к погрешностям вычислений и по сходимости.

Заключение

Мы вывели условия для обеспечения 2, 3 и 4 порядка для функционально-непрерывных методов с FSAL. На основе данных условий были построены методы 3 и 4 порядка сходимости. Эти методы были реализованы программно, их производительность была сопоставлена с результатами работы методов Масета [3] соответствующего порядка.
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